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Task 1
Let A€ R™ "™ bhe R™, and z,y € R". Compute the derivative of the function

ts |A(x +ty) — b3, teER,

and show the following:
If 2 minimizes || Az — b||3, then it satisfies
ATAz =ATb.

This equation is called the (Gauss) normal equation.
Task 2
Given the data set D = {(1,2),(2,2),(2,3),(3,3),(4,3)} C R, x R,. Calculate by hand

n

f* = argmin {Z(f(a:i) — i)

i=1

fTR—>R aﬁine—linear}

and the mean values
_ Il+"'+z7l _ y1+"'+yn
r=———o— and y="—-—"-—""—.
n n

Verify that f*(z) = y.
Sketch the data points and the regression line.

Task 3

Find a data set in which not all x-values are the same, such that the optimization problem

arg min {Z |f(zi) = yil

=1

ffR—=R afﬁne—linear}

has more than one solution. Sketch the data points and at least two different regression lines.

Then, for your chosen data set, compute the unique solution to

arg min {zn:(f(xl) —y;)? ‘ f:R—=R aPﬁne—linear} .

i=1

Task 4
Show, using a contradiction argument, that the solution to

n

f* = argmin {Z(fm) )

i=1

fR—=R afﬁne—linear}

is unique.

Hint: Assume, for contradiction, that there are two minimizer f;(z) = Ajx 4+ b1 and f5(z) = Aoz + ba.

for s € (0,1)

n n

Z(h(ffz) —yi)® < Z(ff(fz) —yi)’ = Z(f;(mz) — i),

i=1 1=1
where h(z) := sff(x) + (1 — s) fo(x).
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Show that



