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Task 1 (6 Points)
Let 0 # X CRand let D = {(a;,y;) |i=1,...,n} € X x {—1,1} be a dataset such that z; # x; for ¢ # j.

(i) Show that for any injective function ¢ : X — R™ with ¢ (x;) = e;, the mapped dataset D := {(¢(2;), ;) | i =
L., n} CR™ x {—1,1} is linearly separable by guessing the parameters of a classifier h = sign({(w, -) + b)
for D.

(ii) Think of a way to achieve the same using R instead of R™.
(iii) For o > 0, define the mapping
v: X =>R" e (kla,x1),...,k(z,2,)),
where k(z,z') := exp (— (m;;;)rz) is the Gaussian kernel.
Show that there exists o > 0 such that the mapped dataset

D= {((x),y) |i=1,...,n} CR" x {~1,1}

is linearly separable.

Task 2 (3 Points)
Show that for a kernel k : X x X — R, neither the Hilbert space (H, (-, -}) nor the feature map ¢ : X — H is unique.

Task 3 (4 Points)
In this exercise, we consider neurons where the activation function is the Heaviside function.

(i) Show that the exclusive-or function XOR. : {0,1}? — {0,1} cannot be represented by a single neuron with
two inputs using the Heaviside activation function.

(ii) Provide a representation of XOR using a neural network with (at most) three neurons and Heaviside activation.

Task 4 (3 Points)
Show, using the Stone-Weierstrass theorem, that the space of shallow neural networks with exponential activation,

S7P(R) € C(R),

is uniformly dense in the space of continuous functions on compact subsets of R.
Hint: To prove that S®P(R) is an algebra, it is sufficient to check, that 1 € S**P(R) and if f,g € S®P(R) and
a, B € R, then

af + g € S¥P(R) and f-g € S™P(R).



