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Task 1 (5 points)
We consider a binary classification task using logistic regression. The dataset consists of only two points in R:
D = {(Il = 71,y1 = 0), (132 == 1,y2 = 1)},
where x; € R are the feature values and y; € {0,1} are the class labels.

(i) Determine the likelihood function L(w,b) corresponding to the logistic model

1
fol®) = Gy
Calculate L(—5,0), L(10,10) and L(100,0).

(ii) Are the data points linearly separable? Discuss what this implies in terms of the existence of a maximizer for
the likelihood function.

(iii) Prove that for every (w,b) € R? the likelihood satisfies 0 < L(w,b) < 1 and that

sup L(w,b) =1, inf  L(w,b)=0.
(w,b)ER? ( ) (w,b)€R? (w,9)

Conclude that L(w, b) attains no global maximum at any finite parameter vector. Make a sketch that illustrates
this statement.

Task 1 (3 points)
Let f: R — R be defined by
f(z) = 3a* + 423 — 3622 + 42.

Demonstrate by performing the gradient descent method with a constant step size that, for an unfavorably chosen
starting point, the method converges to a local minimum which is not a global minimizer.

Task 2 (3 points)
Let f: R — R be defined by f(z) = x2. Investigate the convergence of the sequence (2*)),ey defined by

g+ = g(B) o=k p7((R))
Comment on your results.

Task 3 (5 points)
Let D = {(z;,y;) € R? x {0,1} |i=1,...,n} be a dataset and let £ be the associated negative log-likelihood:

l(w) : = —log (H o((w,z:))¥ (1 — 0(<w,zi>))1—yi>
i=1
( (1et2))
= Z —yi(w, z;) + log (14 =) ) ) .
i=1
where o(z) = l-s-% denotes the sigmoid function.

(i) Show that the gradient of £ with respect to w is given by
Vi(w) =Y (o((w, ) — yi) @i
i=1

(ii) Show further that for the dataset
D= {(_]—» 1)7 (070); (]-7 1)}7

the gradient V¢ has exactly one zero, and compute this zero explicitly.



Practical exercise

The following exercise is not mandatory; the points are bonus points that you can collect. Please submit your
solutions as a MATLAB or Python file by May 9, 2 p.m., via email to tatjana.stiefken@mathematik.uni-freiburg.de.
Please comment your code and your results.

Project (4* points)
Okun’s Law is an empirical relationship that describes a negative correlation between changes in the unemployment
rate and the growth rate of an economy’s output, typically measured as real GDP. The basic idea is that when an
economy grows faster than its potential output, the unemployment rate tends to decrease, and vice versa.

A common linear version of Okun’s Law is expressed as:

Aug = o+ B1 - Ay + &,
where:
e Auy is the change in the unemployment rate at time ¢ (i.e., Au; = upr1 — uy),
e Ay, is the GDP growth rate at time ¢ (i.e., Ay = y411 — Y1),
e &; is the error term.

Examine Okun’s Law using the data provided on the website. Use MATLAB or Python to estimate the coefficients
Bo and B1 by solving the regression problem. Plot the data points and the resulting regression line.



