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Abstract

In this paper, on the basis of a (Fenchel) duality theory on the continuous level, we
derive an a posteriori error identity for arbitrary conforming approximations of a primal
formulation and a dual formulation of variational problems involving gradient constraints.
In addition, on the basis of a (Fenchel) duality theory on the discrete level, we derive an
a priori error identity that applies to the approximation of the primal formulation using
the Crouzeix–Raviart element and to the approximation of the dual formulation using the
Raviart–Thomas element, and leads to error decay rates that are optimal with respect to
the regularity of a dual solution.
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1. Introduction

The present article aims to study the following variational problem with gradient constraints:

min
v∈K

{
I(v) := 1

2∥∇v∥22,Ω − (f, v)Ω − ⟨g, v⟩ΓN

}
(1.1)

over the convex set

K :=
{
v ∈W 1,∞(Ω) | |∇v| ≤ ζ a.e. in Ω , v = uD a.e. on ΓD

}
.

Here, Ω ⊆ Rd, d ∈ N, is a bounded simplicial Lipschitz domain with (topological) boundary ∂Ω
that is split into the Dirichlet (i.e., ΓD) and Neumann (i.e., ΓN ) parts. The functions f ∈L1(Ω), g ∈
W−1,1(ΓN ), uD ∈W 1,∞(ΓD) represent the load, the Neumann and the Dirichlet boundary data,
respectively. Apart from that, the function ζ ∈ L∞(Ω) represents the gradient obstacle function.
Under generic assumptions on the data (cf. Section 3), by standard arguments, one can establish
that (1.1) admits a unique solution (cf. [12, 21]).
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This model problem arises in various applications, e.g., (i) elasto-plastic torsion in structural
engineering (cf. [16, Chap. 2]), (ii) stochastic optimal control (cf. [30]), (iii) mathematical finance
(cf. [29]). Despite it being of significant interest, there exist (a) no provably convergent solvers,
which also take discretization into account, for this problem and (b) no a posteriori or a priori error
estimates in full generality. The goal of this paper is to close both these gaps. During this process,
several new tools, which are of interest on their own, have been developed.

A key challenge in developing a solver for (1.1) is on how to handle the projection onto the
constraint setK. This is highly non-trivial no matter what discretization is used. To overcome this,
motivated by [6], we consider a primal-dual formulation. The main contributions are stated next:

1.1 Main contributions

1. This article works under full generality of problem (1.1): more precisely, for the data in (1.1),
we only assume that f ∈ L1(Ω), g ∈ W−1,1(ΓN ), ζ ∈ L∞(Ω), and uD ∈ W 1,∞(ΓD) such
that there exists a trace lift ûD ∈W 1,∞(Ω) satisfying ∥∇ûD

ζ ∥∞,Ω <∞. In this context, the
Sobolev spaceW 1,∞(Ω) turns out to provide the correct norm topology on the convex set K,
so that well-established convex duality methods (e.g., the celebrated Fenchel duality theorem
(cf. [13, Rem. 4.2, (4.21), p. 61])) can be applied.

2. A thorough characterization of the (Fenchel) dual problem (in the sense of [13, Rem. 4.2, p.
60/61]) as well as convex optimality relations are provided in Theorem 3.1, including a strong
duality relation. The derived (Fenchel) dual problem is defined on (L∞(Ω))∗ (i.e., the dual
space of essentially bounded Lebesgue measurable functions L∞(Ω)), which is isometrically
isomorphic to (ba(Ω))d (i.e., the space of bounded and finitely additive vector measures).

3. At the continuous level, for arbitrary conforming approximations of the primal and dual prob-
lem, an a posteriori error estimator (i.e., primal-dual gap estimator) is derived in Lemma 4.1.
This is followed by the primal-dual total error in Lemma 4.3. Both these error quantities
are shown to be exactly equal by the primal-dual gap identity in Theorem 4.5.

4. The results from the second and third bullets above also hold at the discrete level for
appropriate finite element discretizations. In particular, Theorem 5.2 establishes a strong
discrete duality relation and convex optimality relations. Theorem 5.4 shows the recon-
struction of the discrete primal solution from the discrete dual solution via an inverse
generalized Marini formula.

5. Discrete primal-dual gap estimator and discrete primal-dual total errors are respectively
derived in Lemmas 6.1 and 6.3. They are again shown to be equal in Theorem 6.5. This is
followed by a priori error estimates in Theorem 6.6.

6. The outer loop of the main algorithm drives the primal-dual gap estimator to zero (e.g.,
via mesh refinement). The inner loop consists of a sub-problem solve (dual problem solve).
An example of inner loop via gradient flow is provided in Algorithm 7.1. Other alternatives
include Newton or quasi-Newton methods. The convergence of inner loop is established in
Proposition 7.2.

1.2 Related contributions

The existing body of literature largely either focuses on the theoretical analysis or on the numer-
ical analysis of simplified problems: The contributions [7, 10, 8] provide a numerical study of (1.1).
They operate under an simplified scenario, in which f ∈ L1(Ω) and ζ ∈ L∞(Ω) are constants and
∂Ω = ΓD with uD = 0. Under these assumptions, problem (1.1) simplifies to the classical obstacle
problem, where the obstacle function is given via the distance function to boundary ∂Ω (cf. [19,
Thm. 1.2]). They derive a priori error estimates using classical techniques and under higher
regularity assumptions. The contribution [7] equally derives an a posteriori error estimator using
a convex duality approach. However, it poses the primal problem on the Sobolev space W 1,2

0 (Ω).
As we notice in this paper, this could lead to an ill-posed dual problem as, then, the celebrated
Fenchel duality theorem (cf. [13, Rem. 4.2, (4.21), p. 61]) is not applicable. The recent contribu-
tion [9] treats non-constant f ∈ L1(Ω) and imposes the gradient constraint via penalization. A
priori error estimates between the penalized solution and its approximation are derived. However,
the complete a priori error estimate is stated as an open problem under [9, Rem. 6.1].
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2. Preliminaries

Throughout the entire paper, let Ω ⊆ Rd, d ∈ N, be a bounded simplicial Lipschitz domain such
that ∂Ω is divided into two disjoint (relatively) open sets: a Dirichlet part ΓD ⊆ ∂Ω with |ΓD| > 01

and a Neumann part ΓN ⊆ ∂Ω such that ∂Ω = ΓD ∪ ΓN .
For a (Lebesgue) measurable set ω ⊆ Rn, n ∈ N, and (Lebesgue) measurable functions or vec-

tor fields v, w : ω → Rℓ, ℓ ∈ N, we employ the inner product (v, w)ω :=
´
ω
v ⊙ w dx, whenever the

right-hand side is well-defined, where ⊙ : Rℓ ×Rℓ → R either denotes scalar multiplication or the
Euclidean inner product. The integral mean over a (Lebesgue) measurable set ω ⊆ Rn, n ∈ N, with
|ω| > 0 of an integrable function or vector field v : ω → Rℓ, ℓ ∈ N, is defined by ⟨v⟩ω := 1

|ω|
´
ω
v dx.

2.1 Classical function spaces

For m ∈ N, p ∈ [1,∞], and an open set ω ⊆ Rn, n ∈ N, we define

Wm,p(ω) :=
{
v ∈ Lp(ω) | Dαv ∈ Lp(ω) for all α ∈ (N0)

n with |α| ≤ m
}
,

where Dα := ∂|α|

∂x
α1
1 ·...·∂xαn

n
and |α| := ∑n

i=1 αi for each multi-index α := (α1, . . . , αn) ∈ (N0)
n,

equipped with the Sobolev norm ∥ ·∥m,p,ω := ∥ ·∥p,ω+ | · |m,p,ω, where ∥ ·∥p,ω := (
´
ω
| · |p dx) 1

p and

| · |m,p,ω :=

( ∑
α∈(N0)n : 0<|α|≤m

∥Dα(·)∥pp,ω

) 1
p

.

Then, for s ∈ (0,∞)\N, p ∈ [1,∞], and an open set ω ⊆ Rn, n ∈ N, the Sobolev–Slobodeckij semi-
norm, for every v ∈Wm,p(ω), is defined by

|v|s,p,ω :=

( ∑
|α|=m

ˆ
ω

ˆ
ω

|(Dαv)(x)− (Dαv)(y)|p
|x− y|pθ+d

dxdy

) 1
p

,

where m ∈ N0 and θ ∈ (0, 1) are such that s = m+ θ. Then, for s ∈ (0,∞) \ N and an open set
ω ⊆ Rn, n ∈ N, the Sobolev–Slobodeckij space is defined by

W s,p(ω) :=
{
v ∈Wm,p(ω) | |v|s,p,ω <∞

}
,

where m∈N0 and θ ∈ (0, 1) are such that s=m+ θ.

2.1.1 Integration-by-parts formula

For m ∈ N, p, p′ ∈ [1,∞], where 1
p + 1

p′ = 1, and an open set ω ⊆ Rn, n ∈ N, we define

W p′
(div; Ω) :=

{
y ∈ (Lp′

(Ω))n | div y ∈ Lp′
(Ω)
}
.

Next, denote by tr(·) : W 1,p(Ω) → W 1− 1
p ,p(∂Ω) and tr((·) · n) : W p′

(div; Ω) → (W 1− 1
p ,p(∂Ω))∗

the trace operator and the normal trace operator, respectively, where n : ∂Ω → Sd−1 denotes the
outward unit normal vector field to ∂Ω. Then, for every v ∈W 1,p(Ω) and y ∈W p′

(div; Ω), there
holds the integration-by-parts formula (cf. [15, Sec. 4.3, (4.12)])

(∇v, y)Ω + (v,div y)Ω = ⟨tr(y · n), tr(v)⟩∂Ω , (2.1)

where, for every ŷ ∈ (W 1− 1
p ,p(∂Ω))∗, v̂ ∈W 1− 1

p ,p(γ), and γ ∈ {ΓD,ΓN , ∂Ω}, we abbreviate

⟨ŷ, tr(v̂)⟩γ := ⟨ŷ, tr(v̂)⟩W 1− 1
p
,p(γ) . (2.2)

Eventually, we employ the notation

W 1,p
D (Ω) :=

{
v ∈W 1,p(Ω) | tr(v) = 0 a.e. on ΓD

}
,

W p′

N (div; Ω) :=
{
y ∈W p′

(div; Ω) | ⟨tr(y · n), tr(v)⟩∂Ω = 0 for all v ∈W 1,p
D (Ω)

}
.

In what follows, we omit writing both tr(·) and tr((·) · n) in this context.

1For a (Lebesgue) measurable set M ⊆ Rd, d ∈ N, we denote by |M | its d-dimensional Lebesgue measure. For
a (d− 1)-dimensional submanifold M ⊆ Rd, d ∈ N, we denote by |M | its (d− 1)-dimensional Hausdorff measure.
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2.1.2 Bounded and finitely additive vector measures

Denote by M(dx; Ω), the σ-algebra of Lebesgue measurable sets. Then, the space of bounded
and finitely additive vector measures on M(dx; Ω) is defined by (cf. [31, Def. 4.1])

(ba(Ω))d :=

ß
ν : M(dx; Ω) → Rd

∣∣∣∣ ν(∅) = 0 , |ν(Ω)| <∞ , ν(A ∪B) = ν(A) + ν(B)

for all A,B ∈ M(dx; Ω) with A ∩B = ∅

™
.

The total variation norm, for every ν ∈ (ba(Ω))d, is defined by

|ν|(Ω) := sup
(Ai)i∈N∈π(Ω)

∑
i∈N

|ν(Ai)| ,

where π(Ω) ⊆ 2M(dx;Ω) is the set of all countable, disjoint partitions of Ω into Lebesgue measurable
sets. By Lebesgue’s measure decomposition theorem, for every ν ∈ (ba(Ω))d, there exist unique
y ∈ (L1(Ω))d and νs ∈ (ba(Ω))d with νs ⊥ y ⊗ dx2, such that (cf. [31, Thm. 2.28])

ν = y ⊗ dx+ νs in (ba(Ω))d . (2.3)

The dual space of (L∞(Ω))d (i.e., ((L∞(Ω))d)∗) is isometrically isomorphic to (ba(Ω))d; in the sense
that for every y∗ ∈ ((L∞(Ω))d)∗, there exists a unique ν ∈ (ba(Ω))d such that (cf. [31, Thm. 3.1])

⟨y∗, y⟩(L∞(Ω))d =

ˆ
Ω

y dν for all y ∈ (L∞(Ω))d ,

∥y∗∥((L∞(Ω))d)∗ = |ν|(Ω) .

2.2 Triangulations and standard finite element spaces

In what follows, we denote by {Th}h>0 a family of uniformly shape regular triangulations of

Ω ⊆ Rd, d ∈ N, (cf. [14]), where h > 0 refers to the averaged mesh-size, i.e., h := (|Ω|/card(Nh))
1
d ,

where Nh contains the vertices of Th. We define the following sets of sides:

Sh := Si
h ∪ S∂Ω

h ,

Si
h := {T ∩ T ′ | T, T ′ ∈ Th ,dimH (T ∩ T ′) = d− 1} ,

S∂Ω
h := {T ∩ ∂Ω | T ∈ Th ,dimH (T ∩ ∂Ω) = d− 1} ,
Sγ
h := {S ∈ S∂Ω

h | int(S) ⊆ γ} for γ ∈ {ΓD,ΓN} ,

where the Hausdorff dimension is defined by dimH (M) := inf{d′≥0 | H d′
(M)=0} for allM ⊆Rd.

It is also assumed that the triangulations {Th}h>0 and boundary parts ΓD and ΓN are chosen such
that S∂Ω

h =SΓD

h ∪̇SΓN

h , e.g., in the case d=2, the boundary parts ΓD and ΓN touch only in vertices.
For k ∈ N∪{0} and T ∈ Th, let Pk(T ) denote the set of polynomials of maximal degree k on T .

Then, for k ∈ N ∪ {0}, the set of element-wise polynomial functions is defined by

Lk(Th) :=
{
vh ∈ L∞(Ω) | vh|T ∈ Pk(T ) for all T ∈ Th

}
.

For ℓ ∈ N, the (local) L2-projection Πh : (L
1(Ω))ℓ → (L0(Th))ℓ onto element-wise constant func-

tions or vector fields, respectively, for every v ∈ (L1(Ω))ℓ is defined by Πhv|T := ⟨v⟩T for all T ∈ Th.
Form ∈ N∪{0} and S ∈ Sh, let Pm(S) denote the set of polynomials of maximal degreem on S.

Then, for m ∈ N ∪ {0}, the set of side-wise polynomial functions is defined by

Lm(Sh) :=
{
vh ∈ L∞(∪Sh) | vh|T ∈ Pm(S) for all S ∈ Sh

}
.

For ℓ∈N, the (local) L2-projection πh : (L
1(∪Sh))

ℓ → (L0(Sh))
ℓ onto side-wise constant functions

or vector fields, respectively, for every v ∈ (L1(∪Sh))
ℓ is defined by πhv|S := ⟨v⟩S for all S ∈ Sh.

For every vh ∈ Lk(Th) and S ∈ Sh, the jump across S is defined by

JvhKS :=

®
vh|T+

− vh|T− if S ∈ Si
h , where T+, T− ∈ Th satisfy ∂T+ ∩ ∂T− = S ,

vh|T if S ∈ S∂Ω
h , where T ∈ Th satisfies S ⊆ ∂T .

2For every y ∈ (L1(Ω))d, we employ the notation ⟨y ⊗ dx, ŷ⟩(L∞(Ω))d :=
´
Ω y · ŷ dx for all ŷ ∈ (L∞(Ω))d.
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For every yh ∈ (Lk(Th))d and S ∈ Sh, the normal jump across S is defined by

Jyh · nKS :=

®
yh|T+ · nT+ + yh|T− · nT− if S ∈ Si

h , where T+, T− ∈ Th satisfy ∂T+ ∩ ∂T− = S ,

yh|T · n if S ∈ S∂Ω
h , where T ∈ Th satisfies S ⊆ ∂T ,

where, for every T ∈ Th, nT : ∂T → Sd−1 denotes the outward unit normal vector field to T .

2.2.1 Crouzeix–Raviart element

The Crouzeix–Raviart finite element space (cf. [11]) is defined as

S1,cr(Th) :=
{
vh ∈ L1(Th) | πhJvhK = 0 a.e. on ∪ Si

h

}
.

The Crouzeix–Raviart finite element space with homogeneous Dirichlet boundary condition on ΓD

is defined by

S1,cr
D (Th) :=

{
vh ∈ S1,cr(Th) | πhvh = 0 a.e. on ∪ SΓD

h

}
.

Denote by φS ∈ S1,cr(Th), S ∈ Sh, satisfying φS(xS′) = δS,S′ for all S, S′ ∈ Sh, a basis of S1,cr(Th).
Then, the (Fortin) quasi-interpolation operator Πcr

h : W 1,1(Ω) → S1,cr(Th) (cf. [15, Secs. 36.2.1,
36.2.2]), for every v ∈W 1,1(Ω) defined by

Πcr
h v :=

∑
S∈Sh

⟨v⟩S φS , (2.4)

preserves averages of gradients and moments (on sides), i.e., for every v ∈W 1,1(Ω), it holds that

∇hΠ
cr
h v = Πh∇v a.e. in Ω , (2.5)

πhΠ
cr
h v = πhv a.e. on ∪ Sh , (2.6)

where∇h : L1(Th) → (L0(Th))d is defined by (∇hvh)|T := ∇(vh|T ) for all vh ∈ L1(Th) and T ∈ Th.

2.2.2 Raviart–Thomas element

The (lowest order) Raviart–Thomas finite element space (cf. [26]) is defined as

RT 0(Th) :=
ß
yh ∈ (L1(Th))d

∣∣∣∣ yh|T · nT = const on ∂T for all T ∈ Th ,
Jyh · nKS = 0 on S for all S ∈ Si

h

™
.

The Raviart–Thomas finite element space with homogeneous normal boundary condition on ΓN

is defined by

RT 0
N (Th) :=

{
yh ∈ RT 0(Th) | yh · n = 0 a.e. on ΓN

}
.

Denote by ψS ∈ RT 0(Th), S ∈ Sh, satisfying ψS |S′ · nS′ = δS,S′ on S′ for all S′ ∈ Sh, a basis of
RT 0(Th), where nS is the unit normal vector on S pointing from T− to T+ if T+, T− ∈ Th with S =
∂T+∩∂T−. Then, the (Fortin) quasi-interpolation operator Πrt

h : Vp,q(Ω) := {y ∈ (Lp(Ω))d | div y ∈
Lq(Ω)} → RT 0(Th) (cf. [14, Sec. 16.1]), where p > 2 and q > 2d

d+2 , for every y ∈ Vp,q(Ω) defined by

Πrt
h y :=

∑
S∈Sh

⟨y · nS⟩S ψS , (2.7)

preserves averages of divergences and normal traces (on sides), i.e., for every y ∈ Vp,q(Ω), it
holds that

divΠrt
h y = Πhdiv y a.e. in Ω , (2.8)

Πrt
h y · n = πhy · n a.e. on ∪ Sh . (2.9)

2.2.3 Discrete integration-by-parts formula

For every vh∈S1,cr(Th) and yh∈RT 0(Th), there holds the discrete integration-by-parts formula

(∇hvh,Πhyh)Ω + (Πhvh, div yh)Ω = (πhvh, yh · n)∂Ω . (2.10)
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3. Gradient constrained variational problem

In this section, we discuss a gradient constrained variational problem.

• Primal problem. Given f ∈ L1(Ω), g ∈W−1,1(ΓN ), ζ ∈ L∞(Ω) such that ess infx∈Ωζ(x) > 0,
and uD ∈W 1,∞(ΓD) such that there exists a trace lift ûD ∈W 1,∞(Ω) satisfying ∥∇ûD

ζ ∥∞,Ω < 1,

the primal problem is given via the minimization of I :W 1,∞(Ω)→R∪{+∞}, for every v∈W 1,∞(Ω)
defined by

I(v) := 1
2∥∇v∥22,Ω + IK(v)− (f, v)Ω − ⟨g, v⟩ΓN

:= 1
2∥∇v∥22,Ω + IΩKζ(0)

(∇v)− (f, v)Ω − ⟨g, v⟩ΓN
+ IΓD

{uD}(v) ,
(3.1)

where

K :=
{
v ∈W 1,∞(Ω) | |∇v| ≤ ζ a.e. in Ω , v = uD a.e. on ΓD

}
,

IK := IΩKζ(0)
◦ ∇:W 1,∞(Ω)→R ∪ {+∞}, IΩKζ(0)

: (L∞(Ω))d→R ∪ {+∞}, for every ŷ∈(L∞(Ω))d,

is defined by

IΩKζ(0)
(ŷ) :=

®
0 if |ŷ| ≤ ζ a.e. in Ω ,

+∞ else ,

and IΓD

{uD} : W
1,∞(ΓD) → R ∪ {+∞}, for every v̂ ∈W 1,∞(ΓD), is defined by

IΓD

{uD}(v̂) :=

®
0 if v̂ = uD a.e. on ΓD ,

+∞ else .

Since the functional (3.1) is proper, strictly convex, weakly coercive, and lower semi-continuous,
the direct method in the calculus of variations yields the existence of a unique minimizer u ∈ K,
called primal solution. We reserve the notation u ∈ K for the primal solution.

• Dual problem. A (Fenchel) dual problem (in the sense of [13, Rem. 4.2, p. 60/61]) to the
minimization of (3.1) is given via the maximization of D : (ba(Ω))d → R ∪ {−∞}, for every
ν = y ⊗ dx+ νs ∈ (ba(Ω))d, where y ∈ (L1(Ω))d and νs ∈ (ba(Ω))d with νs ⊥ y ⊗ dx (cf. (2.3)),
defined by3

D(ν) := −
ˆ
Ω

ϕ∗(·, y) dx− | 1ζ νs|(Ω)− IK∗(ν)

+ ⟨ν,∇ûD⟩(L∞(Ω))d − (f, ûD)Ω − ⟨g, ûD⟩ΓN
,

(3.2)

where

K∗ :=
{
ν ∈ (ba(Ω))d | ⟨ν,∇v⟩(L∞(Ω))d = (f, v)Ω + ⟨g, v⟩ΓN

for all v ∈W 1,∞
D (Ω)

}
,

IK∗ : (ba(Ω))d → R ∪ {+∞}, for every ν̂ ∈ (ba(Ω))d, is defined by

IK∗(ν̂) :=

®
0 if ν̂ ∈ K∗ ,

+∞ else ,

and ϕ∗ : Ω× Rd → R, for a.e. x ∈ Ω and every s ∈ Rd, defined by

ϕ∗(x, s) =

®
1
2 |s|2 if |s| ≤ ζ(x) ,

ζ(x)|s| − ζ(x)2

2 if |s| > ζ(x) ,

denotes the Fenchel conjugate to ϕ : Ω×Rd → R∪{+∞} (with respect to the second argument),
for a.e. x ∈ Ω and every t ∈ Rd, defined by

ϕ(x, t) := 1
2 |t|2 +

®
0 if |t| ≤ ζ(x) ,

+∞ if |t| > ζ(x) .

3Here, 1
ζ
νs ∈ (ba(Ω))d is defined by ( 1

ζ
νs)(A) :=

´
A

1
ζ
dνs for all A ∈ M(dx; Ω).



variational problems with gradient constraints: error identities 7

Appealing to [27, Thm. 2], for every y ∈W 1(div; Ω), we have that

D(y ⊗ dx) = −
ˆ
Ω

ϕ∗(·, y) dx− IΩ{−f}(div y)− IΓN

{g}(y · n) + ⟨y, uD⟩∂Ω − ⟨g, uD⟩ΓN
,

where IΩ{−f} : (L
1(Ω))d → R ∪ {+∞}, for every v̂ ∈ L1(Ω), is defined by

IΩ{−f}(v̂) :=

®
0 if v̂ = −f a.e. in Ω ,

+∞ else ,

and IΓN

{g} : W
−1,1(∂Ω) → R ∪ {+∞}, for every v̂ ∈W−1,1(∂Ω), is defined by

IΓN

{g}(v̂) :=

®
0 if ⟨v̂, v⟩∂Ω = ⟨g, v⟩ΓN

for all v ∈W 1,∞
D (Ω) ,

+∞ else .

The identification of the (Fenchel) dual problem (in the sense of [13, Rem. 4.2, p. 60/61]) to
the minimization of (3.1) with the maximization of (3.2) can be found in the proof of the following
result that also establishes the validity of a strong duality relation and convex optimality relations.

Theorem 3.1 (strong duality and convex optimality relations). The following statements apply:

(i) A (Fenchel) dual problem to the minimization of (3.1) is given via the maximization of (3.2).
(ii) There exists a maximizer µ = z⊗dx+µs ∈ (ba(Ω))d, where z ∈ (L1(Ω))d and µs ∈ (ba(Ω))d

with µs ⊥ z ⊗ dx (cf. (2.3)), of (3.2) satisfying the admissibility condition

⟨µ,∇v⟩(L∞(Ω))d = (f, v)Ω + ⟨g, v⟩ΓN
for all v ∈W 1,∞

D (Ω) . (3.3)

In addition, there holds a strong duality relation, i.e., we have that

I(u) = D(µ) . (3.4)

(iii) There hold convex optimality relations, i.e., we have that

∇u = Dtϕ
∗(·, z) =

®
z if |z| ≤ ζ ,

ζ z
|z| if |z| > ζ

´
a.e. in Ω , (3.5)

| 1ζµs|(Ω) = ⟨µs,∇u⟩(L∞(Ω))d . (3.6)

Remark 3.2. (i) By the standard equality condition in the Fenchel–Young inequality (cf. [13,
Prop. 5.1, p. 21]), the convex optimality relation (3.5) is equivalent to

z · ∇u = ϕ∗(·, z) + ϕ(·,∇u) a.e. in Ω . (3.7)

In addition, by [13, Cor. 5.2(5.8), p. 22], the convex optimality relation (3.5) is equivalent to

z ∈ ∂tϕ(·,∇u) a.e. in Ω . (3.8)

(ii) If µ = z ⊗ dx ∈ (ba(Ω))d, i.e., µs = 0 in the Lebesgue decomposition (2.3), then from the
admissibility condition (3.3), it follows that z ∈W 1(div; Ω) with

div z = −f a.e. in Ω , (3.9)

⟨z · n, v⟩∂Ω = ⟨g, v⟩ΓN
for all v ∈W 1,∞

D (Ω) . (3.10)

Proof (of Theorem 3.1). ad (i). First, we introduce the functionals G : (L∞(Ω))d → R ∪ {+∞}
and F : W 1,∞(Ω) → R∪{+∞}, for every y ∈ (L∞(Ω))d and v ∈W 1,∞(Ω), respectively, defined by

G(y) :=

ˆ
Ω

ϕ(·,∇v) dx

= 1
2∥y∥22,Ω + IΩKζ(0)

(y) ,

F (v) := −(f, v)Ω − ⟨g, v⟩ΓN
+ IΓD

{uD}(v) .

Then, for every v ∈W 1,∞(Ω), we have that

I(v) = G(∇v) + F (v) .
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Thus, in accordance with [13, Rem. 4.2, p. 60/61], the (Fenchel) dual problem to theminimization of
(3.1) is given via the maximization of D : (ba(Ω))d →R∪{−∞}, for every ν ∈ (ba(Ω))d defined by

D(ν) := −G∗(ν)− F ∗(−∇∗ν) , (3.11)

where ∇∗ : (ba(Ω))d → (W 1,∞(Ω))∗ denotes the adjoint operator to ∇ : W 1,∞(Ω) → (L∞(Ω))d.

First, resorting to [28, Thm. 1], for every ν = y ⊗ dx+ νs ∈ (ba(Ω))d, where y ∈ (L1(Ω))d

and νs ∈ (ba(Ω))d with νs ⊥ y ⊗ dx (cf. (2.3)), we find that

G∗(ν) =

ˆ
Ω

ϕ∗(·, y) dx+ (IC)
∗(νs) , (3.12)

where

C := {y ∈ (L∞(Ω))d | G(y) < +∞} = {y ∈ (L∞(Ω))d | |y| ≤ ζ a.e. in Ω} ,
IC : (L∞(Ω))d → R ∪ {+∞}, for every ŷ ∈ (L∞(Ω))d, is defined by

IC(ŷ) :=

®
0 if ŷ ∈ C ,

+∞ else ,

and, thus,

(IC)
∗(νs) = sup

y∈C
⟨νs, y⟩(L∞(Ω))d = | 1ζ νs|(Ω) . (3.13)

Second, for every ν ∈ (ba(Ω))d, we have that

F ∗(−∇∗ν) = sup
v∈W 1,∞(Ω)

{
− ⟨∇∗ν, v⟩W 1,∞(Ω) + (f, v)Ω + ⟨g, v⟩ΓN

− IΓD

{uD}(v)
}

= sup
v∈W 1,∞

D (Ω)

{
− ⟨ν,∇v⟩(L∞(Ω))d + (f, v)Ω + ⟨g, v⟩ΓN

}
− ⟨ν,∇ûD⟩(L∞(Ω))d + (f, ûD)Ω + ⟨g, ûD⟩ΓN

= IK∗(ν)− ⟨ν,∇ûD⟩(L∞(Ω))d + (f, ûD)Ω + ⟨g, ûD⟩ΓN
.

(3.14)

In summary, using (3.12), (3.13), and (3.14) in (3.11), for every ν ∈ (ba(Ω))d, we arrive at the
claimed representation (3.2).

ad (ii). Since both G : (L∞(Ω))d → R∪{+∞} and F : W 1,∞(Ω) → R∪{+∞} are proper, con-
vex, and lower semi-continuous and since G : (L∞(Ω))d → R is continuous at ∇ûD ∈ dom(G ◦∇)
(recall that ∥∇ûD

ζ ∥∞,Ω < 1) with ûD ∈ dom(F ), i.e., we have that

G(y) → G(∇ûD) (y → ∇ûD in (L∞(Ω))d) ,

by the celebrated Fenchel duality theorem (cf. [13, Rem. 4.2, (4.21), p. 61]) and Lebesgue decompo-
sition theorem (cf. (2.3)), there exists a maximizer µ = z⊗dx+µs ∈ (ba(Ω))d, where z ∈ (L1(Ω))d

and µs ∈ (ba(Ω))d with µs ⊥ z⊗dx, of (3.11) and a strong duality relation applies, i.e., it holds that

I(u) = D(µ) .

ad (iii). By the standard (Fenchel) convex duality theory (cf. [13, Rem. 4.2, (4.24), (4.25), p. 61]),
there hold the convex optimality relations

−∇∗µ ∈ ∂F (u) , (3.15)

µ ∈ ∂G(∇u) . (3.16)

While the inclusion (3.15) is equivalent to the admissibility condition (3.3), the inclusion (3.14),
by [28, Cor. 1B], is equivalent to

z ∈ ∂tϕ(·,∇u) a.e. in Ω , (3.17)

| 1ζµs|(Ω) = ⟨µs,∇u⟩(L∞(Ω))d . (3.18)

Eventually, by [13, Cor. 5.2(5.8), p. 22], (3.17) is equivalent to (3.5).
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4. A posteriori error analysis

In this section, resorting to convex duality arguments from [5], we derive an a posteriori error
identity for conforming approximations of the primal problem (3.1) and the dual problem (3.2)
at the same time. To this end, we introduce the primal-dual gap estimator η2gap : K ×K∗ → R,
for every v ∈ K and ν ∈ K∗ defined by

η2(v, ν) := I(v)−D(ν) . (4.1)

The primal-dual gap estimator (4.1) can be decomposed into two contributions that precisely
measure the violation of the convex optimality relations (3.5),(3.6).

Lemma 4.1 (decomposition of the primal-dual gap estimator). For every v ∈K and ν = y ⊗ dx
+νs ∈ K∗, where y ∈ (L1(Ω))d and νs ∈ (ba(Ω))d with νs ⊥ y ⊗ dx (cf. (2.3)), we have that

η2gap(v, ν) = η2gap,A(v, y) + η2gap,B(v, ν
s) ,

η2gap,A(v, y) :=

ˆ
Ω

{ϕ(·,∇v)−∇v · y + ϕ∗(·, y)} dx ,

η2gap,B(v, ν
s) := | 1ζ νs|(Ω)− ⟨νs,∇v⟩(L∞(Ω))d .

Remark 4.2 (interpretation of the components of the primal-dual gap estimator).

(i) The estimator η2gap,A measures the violation of the convex optimality relation (3.5);

(ii) The estimator η2gap,B measures the violation of the convex optimality relation (3.6).

Proof (of Lemma 4.1). Using the admissibility condition (3.3), for every v ∈ K and ν = y ⊗ dx+
νs ∈ K∗, where y ∈ (L1(Ω))d and νs ∈ (ba(Ω))d with νs ⊥ y ⊗ dx (cf. (2.3)), we find that

I(v)−D(ν) =

ˆ
Ω

ϕ(·,∇v) dx− (f, v)Ω − ⟨g, v⟩ΓN

+

ˆ
Ω

ϕ∗(·, y) dx+ | 1ζ νs|(Ω)

− ⟨ν,∇ûD⟩(L∞(Ω))d + (f, ûD)Ω + ⟨g, ûD⟩ΓN

=

ˆ
Ω

ϕ(·,∇v) dx− (f, v − ûD)Ω − ⟨g, v − ûD⟩ΓN

+

ˆ
Ω

ϕ∗(·, y) dx+ | 1ζ νs|(Ω)− ⟨ν,∇ûD⟩(L∞(Ω))d

=

ˆ
Ω

ϕ(·,∇v) dx− ⟨ν,∇(v − ûD)⟩(L∞(Ω))d

+

ˆ
Ω

ϕ∗(·, y) dx+ | 1ζ νs|(Ω)− ⟨ν,∇ûD⟩(L∞(Ω))d

=

ˆ
Ω

{ϕ(·,∇v)−∇v · y + ϕ∗(·, y)} dx+ | 1ζ νs|(Ω)− ⟨νs,∇v⟩(L∞(Ω))d .

In the next step, we derive meaningful representations of the optimal strong convexity measures
for the primal energy functional (3.1) at the primal solution u ∈ K, i.e., for ρ2I : K → [0,+∞),
for every v ∈ K defined by

ρ2I(v) := I(v)− I(u) , (4.2)

and for the negative of the dual energy functional (3.2), i.e., for ρ2−D :K∗→ [0,+∞), for every ν∈K∗

defined by

ρ2−D(ν) := −D(ν) +D(µ) , (4.3)

which will serve as ‘natural’ error quantities in the primal-dual gap identity (cf. Theorem 4.5).
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Lemma 4.3 (representations of the optimal strong convexity measures). The following statements
apply:

(i) For every v ∈ K, we have that

ρ2I(v) =
1
2∥∇v −∇u∥22,Ω +

( |z|
ζ − 1, ζ2 −∇u · ∇v

)
{|∇u|=ζ} .

(ii) For every ν = y ⊗ dx+ νs ∈ K∗, where y ∈ (L1(Ω))d and νs ∈ (ba(Ω))d with νs ⊥ y ⊗ dx
(cf. (2.3)), we have that

ρ2−D(ν) = 1
2 (D

2
tϕ

∗{y, z}(y − z), y − z)Ω + | 1ζ νs|(Ω)− ⟨νs,∇u⟩(L∞(Ω))d ,

where D2
tϕ

∗{·, ·}(·) : Rd × Rd × Ω → Rd×d, for a.e. x ∈ Ω and every t, s ∈ Rd, is defined by

D2
tϕ

∗{t, s}(x) :=
ˆ 1

0

D2
tϕ

∗(x, λt+ (1− λ)s) dλ .

Remark 4.4. (i) Since {|z| ≥ ζ} = {|∇u| = ζ} (cf. (3.5)) and ∇u ·∇v ≤ ζ2 a.e. in {|∇u| = ζ}
for all v ∈ K, for every v ∈ K, we have that( |z|

ζ − 1
)
(ζ2 −∇u · ∇v) ≥ 0 a.e. in {|∇u| = ζ} .

(ii) Since for a.e. x ∈ Ω and every t ∈ Rd, we have that

D2
tϕ

∗(x, t) =

®
Id×d if |t| ≤ ζ(x) ,
ζ(x)
|t| (Id×d − t⊗t

|t|2 ) if |t| > ζ(x) ,
(4.4)

for a.e. x ∈ Ω and every t, s ∈ Rd, by the Cauchy–Schwarz inequality, we observe that

D2
tϕ

∗(x, t) : s⊗ s =

{
|s|2 if |t| ≤ ζ(x) ,
ζ(x)
|t| (|s|2 − (t·s)2

|t|2 ) if |t| > ζ(x) ,

≥
®
|s|2 if |t| ≤ ζ(x) ,

0 if |t| > ζ(x) .

Proof (of Lemma 4.3). ad (i). Using the admissibility condition (3.3) and the convex optimality
relation (3.6), for every v ∈ K, we find that

I(v)− I(u) = 1
2∥∇v∥22,Ω − 1

2∥∇u∥22,Ω − (f, v − u)Ω − ⟨g, v − u⟩ΓN

= 1
2∥∇v∥22,Ω − 1

2∥∇u∥22,Ω − ⟨µ,∇v −∇u⟩(L∞(Ω))d

= 1
2∥∇v∥22,Ω − 1

2∥∇u∥22,Ω − (z,∇v −∇u)Ω − ⟨µs,∇v −∇u⟩(L∞(Ω))d

= 1
2∥∇v∥22,Ω − 1

2∥∇u∥22,Ω − (z,∇v −∇u)Ω + | 1ζµs|(Ω)− ⟨µs,∇v⟩(L∞(Ω))d .

(4.5)

Next, due to the convex optimality relation (3.5), we have that

z = ∇u a.e. in {|∇u| < ζ} ,
z = |z|

ζ ∇u a.e. in {|∇u| = ζ} .
(4.6)

Therefore, using (4.6) and the binomial formula in (4.5), we find that

I(v)− I(u) = 1
2∥∇v∥22,Ω − 1

2∥∇u∥22,Ω − (∇u,∇v −∇u)Ω
+
(( |z|

ζ − 1
)
∇u,∇u−∇v

)
{|∇u|=ζ}

+ | 1ζµs|(Ω)− ⟨µs,∇v⟩(L∞(Ω))d

= 1
2∥∇v −∇u∥22,Ω +

( |z|
ζ − 1, ζ2 −∇u · ∇v

)
{|∇u|=ζ}

+ | 1ζµs|(Ω)− ⟨µs,∇v⟩(L∞(Ω))d ,

which is the claimed representation of the optimal strong convexity measure ρ2I : K → [0,+∞).
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ad (ii). Using the admissibility condition (3.3) and taylor expansion, for every ν = y⊗dx+νs ∈
K∗, where y ∈ (L1(Ω))d and νs ∈ (ba(Ω))d with νs ⊥ y ⊗ dx (cf. (2.3)), we find that

−D(ν) +D(µ) =

ˆ
Ω

ϕ∗(·, y) dx−
ˆ
Ω

ϕ∗(·, z) dx

+ | 1ζ νs|(Ω)− | 1ζµs|(Ω)− ⟨ν − µ,∇ûD⟩(L∞(Ω))d

= (Dtϕ
∗(·, z), y − z)Ω + 1

2 (D
2
tϕ

∗{y, z}(y − z), y − z)Ω

+ | 1ζ νs|(Ω)− | 1ζµs|(Ω)− ⟨ν − µ,∇ûD⟩(L∞(Ω))d .

(4.7)

Next, using the convex optimality relations (3.5),(3.6), for every ν = y ⊗ dx+ νs ∈ K∗, where
y ∈ (L1(Ω))d and νs ∈ (ba(Ω))d with νs ⊥ y ⊗ dx (cf. (2.3)), we observe that

(Dtϕ
∗(·, z), y − z)Ω − ⟨ν − µ,∇ûD⟩(L∞(Ω))d = (∇u, y − z)Ω − (y − z,∇ûD)Ω

− ⟨νs − µs,∇ûD⟩(L∞(Ω))d

= (y − z,∇u−∇ûD)Ω

+ ⟨νs − µs,∇u−∇ûD⟩(L∞(Ω))d

− ⟨νs − µs,∇u⟩(L∞(Ω))d

= ⟨ν − µ,∇u−∇ûD⟩(L∞(Ω))d

− ⟨νs,∇u⟩(L∞(Ω))d + | 1ζµs|(Ω)
= −⟨νs,∇u⟩(L∞(Ω))d + | 1ζµs|(Ω) ,

(4.8)

where we used in the last step that, due to the admissibility condition (3.3), for every v̂ ∈W 1,∞
D (Ω),

we have that

⟨ν,∇v̂⟩(L∞(Ω))d = ⟨µ,∇v̂⟩(L∞(Ω))d .

Eventually, using (4.8) in (4.7), we conclude that the claimed representation of the optimal
strong convexity measure ρ2−D : K∗ → [0,+∞) applies.

Towards this end, we have everything at our disposal to establish an a posteriori error identity
that identifies the primal-dual total error ρ2tot : K ×K∗ → [0,+∞), for every v ∈ K and ν ∈ K∗

defined by

ρ2tot(v, ν) := ρ2I(v) + ρ2−D(ν) , (4.9)

with the primal-dual gap estimator η2gap : K×K∗ → [0,+∞) (cf. (4.1)). This leads to an a poste-
riori error identity, called primal-dual gap identity, which can be interpreted as a generalization
of the celebrated Prager–Synge identity (cf. [25]).

Theorem 4.5 (primal-dual gap identity). For every v ∈ K and ν ∈ K∗, we have that

ρ2tot(v, ν) = η2gap(v, ν) .

Proof. Combining the definitions (4.1), (4.2), (4.3), (4.9), and the strong duality relation (3.4),
for every v ∈ K and ν ∈ K∗, we find that

ρ2tot(v, ν) = ρ2I(v) + ρ2−D(ν)

= I(v)− I(u) +D(µ)−D(ν)

= I(v)−D(ν)

= η2gap(v, ν) .

The primal-dual gap identity (cf. Theorem 4.5) requires to approximate the primal and the
dual problem at the same time in a conforming way –a potentially computationally expensive task.
On the basis of orthogonality relations between the Crouzeix–Raviart and the Raviart–Thomas
element, in the subsequent section, we transfer all convex duality relations from Section 3 to a
discrete level to arrive at a discrete reconstruction formula that allows us to approximate the
primal and the dual problem at the same time using only the Crouzeix–Raviart element.
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5. Discrete gradient constrained variational problem

In this section, we discuss a discrete gradient constrained variational problem.

• Discrete primal problem. Let fh ∈L0(Th), gh ∈L0(SΓN

h ), ζh ∈L0(Th) with ess infx∈Ωζh(x)> 0,

and uhD ∈ L0(SΓD

h ) such that there exists a trace lift ûD ∈ S1,cr(Th) satisfying ∥∇ûh
D

ζh
∥∞,Ω < 1 be

approximations of f ∈ L1(Ω), g ∈ W−1,1(ΓN ), ζ ∈ L∞(Ω), and uD ∈ W 1,∞(ΓD), respectively.
Then, the discrete primal problem is given via the minimization of Icrh : S1,cr(Th) → R ∪ {+∞},
for every vh ∈ S1,cr(Th) defined by

Icrh (vh) :=
1
2∥∇hvh∥22,Ω − IKcr

h
(vh)− (fh,Πhvh)Ω − (gh, πhvh)ΓN

:= 1
2∥∇hvh∥22,Ω − IΩKζh

(0)(∇hvh)− (fh,Πhvh)Ω − (gh, πhvh)ΓN
+ IΓD

{uh
D}(vh) ,

(5.1)

where

Kcr
h :=

{
vh ∈ S1,cr(Th) | |∇hvh| ≤ ζh a.e. in Ω , πhvh = uhD a.e. on ΓD

}
,

IKcr
h
:=IΩKζh

(0)◦∇h : S1,cr(Th)→R∪{+∞}, IΩKζh
(0): (L0(Th))d→R∪{+∞}, for every ŷh∈(L0(Th))d,

is defined by

IΩKζh
(0)(ŷh) :=

®
0 if |ŷh| ≤ ζh a.e. in Ω ,

+∞ else ,

and IΓD

{uh
D} : L0(SΓD

h ) → R ∪ {+∞}, for every v̂h ∈ L0(SΓD

h ), is defined by

IΓD

{uh
D}(v̂h) :=

®
0 if v̂h = uhD a.e. on ΓD ,

+∞ else .

Since the functional (5.1) is proper, strictly convex, weakly coercive, and lower semi-continuous,
the direct method in the calculus of variations yields the existence of a unique minimizer ucrh ∈ Kcr

h ,
called discrete primal solution. We reserve the notation ucrh ∈ Kcr

h for the discrete primal solution.

• Discrete dual problem. A (Fenchel) dual problem (in the sense of [13, Rem. 4.2, p. 60/61])
to the minimization of (5.1) is given via the maximization of Drt

h : RT 0(Th) → R ∪ {−∞}, for
every yh ∈ RT 0(Th) defined by

Drt
h (yh) := −

ˆ
Ω

ϕ∗h(·,Πhyh) dx+ (yh · n, uhD)ΓD
− IKrt,∗

h
(yh)

:= −
ˆ
Ω

ϕ∗h(·,Πhyh) dx+ (yh · n, uhD)ΓD
− IΩ{−fh}(div yh)− IΓN

{gh}(yh · n) ,
(5.2)

where

Krt,∗
h :=

{
yh ∈ RT 0(Th) | div yh = −fh a.e. in Ω , yh · n = gh a.e. on ΓN

}
,

IKrt,∗
h

:= IΩ{−fh} ◦ div + IΓN

{gh}((·) · n) : RT
0(Th) → R ∪ {+∞}, IΓN

{gh} : L
0(SΓN

h ) → R ∪ {+∞}, for
every v̂h ∈ L0(SΓN

h ), is defined by

IΓN

{gh}(v̂h) :=

®
0 if v̂h = gh a.e. on ΓN ,

+∞ else ,

and ϕ∗h : Ω× Rd → R, for a.e. x ∈ Ω and every s ∈ Rd, defined by

ϕ∗h(x, s) =

®
1
2 |s|2 if |s| ≤ ζh(x) ,

ζh(x)|s| − ζh(x)
2

2 if |s| > ζh(x) ,

denotes the Fenchel conjugate to ϕh : Ω×Rd → R∪{+∞} (with respect to the second argument),
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for a.e. x ∈ Ω and every t ∈ Rd, defined by

ϕh(x, t) :=
1
2 |t|2 +

®
0 if |t| ≤ ζh(x) ,

+∞ if |t| > ζh(x) .

Remark 5.1. Note that the discrete dual problem is not only defined on finitely additive vector
measures but on a subset of finitely additive vector measures that are absolutely continuous with
respect to the d-dimensional Lebesgue measure dx. Hence, if f = fh ∈ L0(Th), g = gh ∈ L0(SΓN

h ),

uD = uhD ∈ L0(SΓD

h ), and ζ = ζh ∈ L0(Th), vector fields that are admissible in the discrete dual

problem, i.e., yh ∈ Krt,∗
h , are also are admissible the continuous dual problem, i.e., yh ∈ K∗.

The identification of the (Fenchel) dual problem (in the sense of [13, Rem. 4.2, p. 60/61]) to
the minimization of (5.1) with the maximization of (5.2) can be found in the proof of the following
result that also establishes the validity of a strong duality relation and convex optimality relations.

Theorem 5.2 (strong duality and convex duality relations). The following statements apply:

(i) The (Fenchel) dual problem to the minimization of (5.1) is given via the maximization of (5.2).
(ii) There exists a maximizer zrth ∈RT 0(Th) of (5.2) satisfying the discrete admissibility conditions

div zrth = −fh a.e. in Ω , (5.3)

zrth · n = gh a.e. on ΓN . (5.4)

In addition, there holds a discrete strong duality relation, i.e., we have that

Icrh (ucrh ) = Drt
h (zrth ) . (5.5)

(iii) If a discrete strong duality relation, then there hold the discrete convex optimality relation

∇hu
cr
h = Dtϕ

∗
h(·,Πhz

rt
h ) =

{
Πhz

rt
h if |Πhz

rt
h | ≤ ζh ,

ζh
Πhz

rt
h

|Πhzrt
h | if |Πhz

rt
h | > ζh

}
a.e. in Ω . (5.6)

Remark 5.3 (equivalent discrete convex optimality relations). By the standard equality condition
in the Fenchel–Young inequality (cf. [13, Prop. 5.1, p. 21]), the discrete convex optimality relation
(5.6) is equivalent to

Πhz
rt
h · ∇hu

cr
h = ϕ∗h(·,Πhz

rt
h ) + ϕh(·,∇hu

cr
h ) a.e. in Ω . (5.7)

In addition, according to [13, Cor. 5.2(5.8), p. 22], the discrete convex optimality relation (5.6)
is equivalent to

Πhz
rt
h ∈ ∂tϕh(·,∇hu

cr
h ) a.e. in Ω . (5.8)

Proof (of Theorem 5.2). ad (i). First, we introduce the functionals Gh : (L0(Th))d → R∪ {+∞}
and Fh : S1,cr(Th) → R ∪ {+∞}, for every yh ∈ (L0(Th))d and vh ∈ S1,cr(Th), respectively,
defined by

Gh(yh) :=

ˆ
Ω

ϕh(·, yh) dx

= 1
2∥yh∥22,Ω − IΩKζh

(0)(yh) ,

Fh(vh) := −(fh,Πhvh)Ω − (gh, πhvh)ΓN
+ IΓD

{uh
D}(vh) .

Then, for every vh ∈ S1,cr(Th), we have that

Icrh (vh) = Gh(∇hvh) + Fh(vh) .

Thus, in accordancewith [13, Rem. 4.2, p. 60], the (Fenchel) dual problem to theminimization of (5.1)
is given via the maximization of D0

h : (L0(Th))d → R∪{−∞}, for every yh ∈ (L0(Th))d defined by

D0
h(yh) := −G∗

h(yh)− F ∗(−∇∗
hyh) , (5.9)
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where ∇∗
h : (L0(Th))d → (S1,cr(Th))∗ denotes the adjoint operator to ∇h : S1,cr(Th) → (L0(Th))d.

First, using element-wise the definition of the Fenchel conjugate of ϕh : Ω×Rd → R ∪ {+∞}
(with respect to the second argument), for every yh ∈ (L0(Th))d, we have that

G∗
h(yh) =

ˆ
Ω

ϕ∗h(·, yh) dx . (5.10)

Second, for every yh ∈ (L0(Th))d, using the lifting lemma [5, Lemma A.1 in the case ΓC = ∅]
and the discrete integration-by-parts formula (2.10), we have that

F ∗
h (−∇∗

hyh) (5.11)

= sup
vh∈S1,cr(Th)

{
− (yh,∇hvh)Ω + (fh,Πhvh)Ω + (gh, πhvh)ΓN

− IΓD

{uh
D}(vh)

}
= sup

vh∈S1,cr
D (Th)

{
− (yh,∇hvh)Ω + (fh,Πhvh)Ω + (gh, πhvh)ΓN

}
− (yh,∇hû

h
D)Ω + (fh,Πhû

h
D)Ω + (gh, πhû

h
D)ΓN

=


IΩ{−fh}(div yh) + IΓN

{gh}(yh · n)
−(yh,∇hû

h
D)Ω + (fh,Πhû

h
D)Ω + (gh, πhû

h
D)ΓN

´ ß
if there exists yh ∈ RT 0(Th)
such that yh = Πhyh a.e. in Ω ,

+∞ else ,

=


IΩ{−fh}(div yh) + IΓN

{gh}(yh · n)
−(yh · n, uhD)ΓD

´ ß
if there exists yh ∈ RT 0(Th)
such that yh = Πhyh a.e. in Ω ,

+∞ else .

Hence, using (5.10) and (5.11) in (5.9), for every yh = Πhyh ∈ Πh(RT 0(Th)), where yh ∈ RT 0(Th),
we arrive at the claimed representation (5.2). Since D0

h = −∞ in (L0(Th))d \Πh(RT 0(Th)), we
can restrict to Πh(RT 0(Th)). Finally, we simply define the functionalDrt

h : RT 0(Th) → R∪{−∞},
for every yh ∈ RT 0(Th), by

Drt
h (yh) := D0

h(Πhyh) .

ad (ii). Since Gh : (L0(Th))d → R ∪ {+∞} and Fh : S1,cr(Th) → R are proper, convex, and
lower semi-continuous and Gh : (L0(Th))d → R ∪ {+∞} is continuous at ∇hû

h
D ∈ dom(Gh ◦ ∇h)

(recall that ∥∇hû
h
D

ζh
∥∞,Ω < 1) with ûhD ∈ dom(Fh), i.e., we have that

Gh(yh) → Gh(∇hû
h
D)

(
yh → ∇hû

h
D in (L0(Th))d

)
,

by the celebrated Fenchel duality theorem (cf. [13, Rem. 4.2, (4.21), p. 61]), there exists a maximizer
z0h ∈ (L0(Th))d of (5.9) and a strong duality relation applies, i.e., it holds that

Icrh (ucrh ) = D0
h(z

0
h) .

Since Icrh (ucrh ) < +∞ and dom(−D0
h) ⊆ Πh(RT 0(Th)), there exists vector field zrth ∈ RT 0(Th) such

that z0h = Πhz
rt
h a.e. in Ω. In particular, we have that D0

h(z
0
h) = Drt

h (zrth ), so that zrth ∈ RT 0(Th)
is a maximizer of (5.2) and a discrete strong duality relation applies, i.e., it holds that

Icrh (ucrh ) = Drt
h (zrth ) .

ad (iii). By the standard (Fenchel) convex duality theory (cf. [13, Rem. 4.2, (4.24), (4.25), p. 61]),
there hold the convex optimality relations

−∇∗
hΠhz

rt
h ∈ ∂Fh(u

cr
h ) , (5.12)

Πhz
rt
h ∈ ∂Gh(∇hu

cr
h ) . (5.13)

The inclusion (5.13) is equivalent to the discrete convex optimality relation (5.6). The inclusion
(5.12) is equivalent to the discrete admissibility condition (5.3).
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Given a discrete dual solution (i.e., a maximizer of (5.2)) and a Lagrange multiplier associated
with the discrete admissibility condition (5.3), which we obtain as a by-product in the computation
of the discrete dual solution and which is actually a placeholder for the (local) L2-projection of
the discrete primal solution, the discrete primal solution is immediately available via an inverse
generalized Marini formula (cf. [23, 2, 1, 6]).

Theorem 5.4 (inverse generalized Marini formula). Given a discrete dual solution zrth ∈RT 0(Th)
and a Lagrange multiplier λh ∈ L0(Th) such that for every (yh, ηh)

⊤ ∈ RT 0
N (Th) × L0(Th), it

holds that

−(Dtϕ
∗
h(·,Πhz

rt
h ),Πhyh)Ω − (λh,div yh)Ω = −(yh · n, uhD)ΓD

, (5.14)

(div zrth , ηh)Ω = −(fh, ηh)Ω , (5.15)

the discrete primal solution ucrh ∈ S1,cr(Th) is given via the inverse generalized Marini formula

ucrh = λh +Dtϕ
∗
h(·,Πhz

rt
h ) · (idRd −ΠhidRd) a.e. in Ω . (5.16)

In particular, from (5.16), it follows that

Πhu
cr
h = λh a.e. in Ω . (5.17)

Remark 5.5 (well-posedness of the non-linear saddle point formulation (5.14),(5.15)).

(i) While equation (5.15) is equivalent to the discrete admissibility condition (5.3), setting
λh := Πhu

cr
h ∈ L0(Th) and using the discrete convex optimality relation (5.6), the equation

(5.14) is an immediate consequence of the discrete integration-by-parts formula (2.10) together
with πhu

cr
h = uhD a.e. on ΓD.

(ii) The inverse generalized Marini formula (cf. (5.16)) together with the regularity of the discrete
dual energy functional (5.2) motivates to, first, compute the discrete dual solution (e.g.,
using a semi-implicit discretized L2-gradient flow) and, then, to compute the discrete primal
solution for free via the inverse generalized Marini formula (cf. (5.16)).

Proof (of Theorem 5.4). To begin with, we introduce the abbreviation

ûcrh := λh +Dtϕ
∗
h(·,Πhz

rt
h ) · (idRd −ΠhidRd) ∈ L1(Th) . (5.18)

Then, by definition (5.18), we have that

∇hû
cr
h = Dtϕ

∗
h(·,Πhz

rt
h ) a.e. in Ω , (5.19)

Πhû
cr
h = λh a.e. in Ω . (5.20)

From the equations (5.14),(5.20) and ∇hu
cr
h = Dtϕ

∗
h(·,Πhz

rt
h ) (cf. (5.6)), for every yh ∈ RT 0

N (Th),
it follows that

(∇hu
cr
h ,Πhyh)Ω + (Πhû

cr
h ,div yh)Ω − (uhD, yh · n)ΓD

= 0 . (5.21)

Resorting to the discrete integration-by-parts formula (2.10) in (5.21), for every yh ∈ RT 0
N (Th),

we find that

(ûcrh − ucrh ,div yh)Ω = (Πhû
cr
h −Πhu

cr
h ,div yh)Ω

= (Πhû
cr
h ,div yh)Ω + (∇hu

cr
h ,Πhyh)Ω − (yh · n, πhucrh )ΓD

= 0 .

(5.22)

Since, on the other hand, we have that ∇h(û
cr
h − ucrh ) = 0 a.e. in Ω, i.e., ûcrh − ucrh ∈ L0(Th),

(5.22) implies that

ûcrh − ucrh ∈ (div (RT 0
N (Th)))⊥ , (5.23)

where the orthogonality needs to be understood in L0(Th) equipped with (·, ·)Ω. Due to |ΓD| > 0,
and, thus, ΓN ̸= ∂Ω, we have that

div (RT 0
N (Th)) = L0(Th) ,

so that from (5.23), we conclude that ûcrh = ucrh in S1,cr(Th).
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6. A priori error analysis

In this section, resorting to the discrete convex duality relations established in Section 5,
following [5], we derive an a priori error identity for the discrete primal problem and the
discrete dual problem at the same time. From this a priori error identity, we derive an a priori
error estimate with an explicit error decay rate that is quasi-optimal. To this end, we proceed
analogously to the continuous setting and start with examining the discrete primal-dual gap
estimator η2gap,h : K

cr
h ×Krt,∗

h → [0,+∞), for every vh ∈ Kcr
h and yh ∈ Krt,∗

h defined by

η2gap,h(vh, yh) := Icrh (vh)−Drt
h (yh) . (6.1)

The discrete primal-dual gap estimator has the following integral representation.

Lemma 6.1. For every vh ∈ Kcr
h and yh ∈ Krt,∗

h , we have that

η2gap,h(vh, yh) :=

ˆ
Ω

{
ϕ∗h(·,Πhyh)−Πhyh · ∇hvh + ϕh(·,∇hvh)

}
dx .

Remark 6.2 (Interpretation of the discrete primal-dual gap estimator). The estimator η2gap,h
measures the violation of the discrete convex optimality relations (5.6).

Proof (of Lemma 6.1). Using the discrete admissibility condition (5.3), the discrete integration-
by-parts formula (2.10), and the binomial formula, for every vh ∈ Kcr

h and yh ∈ Krt,∗
h , we find that

Icrh (vh)−Drt
h (yh) =

1
2∥∇hvh∥22,Ω − (fh,Πhvh)Ω − (gh, πhvh)ΓN

+

ˆ
Ω

ϕ∗h(·,Πhyh) dx− (yh · n, uhD)ΓD

=

ˆ
Ω

ϕh(·,∇hvh) dx+ (div yh,Πhvh)Ω − (yh · n, πhvh)ΓN

+

ˆ
Ω

ϕ∗h(·,Πhyh) dx− (yh · n, πhvh)ΓD

=

ˆ
Ω

{
ϕ∗h(·,Πhyh)−Πhyh · ∇hvh + ϕh(·,∇hvh)

}
dx ,

which is the claimed integral representation of η2gap,h : K
cr
h ×Krt,∗

h → R.

In the next step, we derive meaningful representations of the discrete optimal strong convexity
measures for the discrete primal energy functional (5.1) at the discrete primal solution ucrh ∈ Kcr

h ,
i.e., for ρ2Icr

h
:Kcr

h → [0,+∞), for every vh ∈ Kcr
h defined by

ρ2Icr
h
(vh) := Icrh (vh)− Icrh (ucrh ) , (6.2)

and for the negative of the discrete dual energy functional (5.2), i.e., for ρ2−Drt
h
:Krt,∗

h → [0,+∞),
for every yh ∈Krt,∗

h defined by

ρ2−Drt
h
(yh) := −Drt

h (yh) +Drt
h (zrth ) , (6.3)

whichwill serve as ‘natural’ error quantities in the discrete primal-dual gap identity (cf. Theorem6.5).

Lemma 6.3 (representations of the discrete optimal strong convexity measures). The following
statements apply:

(i) For every vh ∈ Kcr
h , we have that

ρ2Icr
h
(vh, u

cr
h ) = 1

2∥∇hvh −∇hu
cr
h ∥22,Ω +

( |Πhz
rt
h |

ζh
− 1, ζ2h −∇hu

cr
h · ∇hvh

)
{|∇hu

cr
h |=ζh}

.

(ii) For every yh ∈ Krt,∗
h , we have that

ρ2−Drt
h
(yh, z

rt
h ) = 1

2 (D
2
tϕ

∗
h{Πhyh,Πhz

rt
h }(Πhyh −Πhz

rt
h ),Πhyh −Πhz

rt
h )Ω .
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Remark 6.4. (i) Since {|Πhz
rt
h | ≥ ζh} = {|∇hu

cr
h | = ζh} (cf. (5.6)) and ∇hu

cr
h · ∇hvh ≤ ζ2h

a.e. in {|∇hu
cr
h | = ζh} for all vh ∈ Kcr

h , for every vh ∈ Kcr
h , we have that( |Πhz

rt
h |

ζh
− 1
)
(ζ2h −∇hu

cr
h · ∇hvh) ≥ 0 a.e. in {|∇hu

cr
h | = ζh} .

(ii) Analogously to (4.4), since for a.e. x ∈ Ω and every t ∈ Rd, we have that

D2
tϕ

∗
h(x, t) =

®
Id×d if |t| ≤ ζh(x) ,
ζh(x)
|t| (Id×d − t⊗t

|t|2 ) if |t| > ζh(x) ,
(6.4)

for a.e. x ∈ Ω and every t, s ∈ Rd, by the Cauchy–Schwarz inequality, we observe that

D2
tϕ

∗
h(x, t) : s⊗ s =

{
|s|2 if |t| ≤ ζh(x) ,
ζh(x)
|t| (|s|2 − (t·s)2

|t|2 ) if |t| > ζh(x)

≥
®
|s|2 if |t| ≤ ζh(x) ,

0 if |t| > ζh(x) .

Proof (of Lemma 6.3). ad (i). Using the discrete integration-by-parts formula (2.10), for every
vh ∈ Kcr

h , due to πhvh = πhu
cr
h a.e. on ΓD, we find that

Icrh (vh)− Icrh (ucrh ) = 1
2∥∇hvh∥22,Ω − 1

2∥∇hu
cr
h ∥22,Ω

− (fh,Πhvh −Πhu
cr
h )Ω − (gh, πhvh − πhu

cr
h )ΓN

= 1
2∥∇hvh∥22,Ω − 1

2∥∇hu
cr
h ∥22,Ω

+ (div yh,Πhvh −Πhu
cr
h )Ω − (yh · n, πhvh − πhu

cr
h )∂Ω

= 1
2∥∇hvh∥22,Ω − 1

2∥∇hu
cr
h ∥22,Ω − (Πhz

rt
h ,∇hvh −∇hu

cr
h )Ω .

Next, using that, due to the discrete convex optimality relation (5.6), we have that

Πhz
rt
h = ∇hu

cr
h a.e. in {|∇hu

cr
h | < ζh} ,

Πhz
rt
h =

|Πhz
rt
h |

ζh
∇hu

cr
h a.e. in {|∇hu

cr
h | = ζh} .

Therefore, using the binomial formula, we find that

Icrh (vh)− Icrh (ucrh ) = 1
2∥∇hvh∥22,Ω − 1

2∥∇hu
cr
h ∥22,Ω − (∇hu

cr
h ,∇hvh −∇hu

cr
h )Ω

+
(( |Πhz

rt
h |

ζh
− 1
)
∇hu

cr
h ,∇hu

cr
h −∇hvh

)
{|∇hu

cr
h |=ζh}

= 1
2∥∇hvh −∇hu

cr
h ∥22,Ω +

(( |Πhz
rt
h |

ζh
− 1
)
, ζ2h −∇hu

cr
h · ∇hvh

)
{|∇hu

cr
h |=ζh}

,

which is the claimed representation of ρ2Icr
h
: Kcr

h → [0,+∞).

ad (ii). Using the discrete admissibility condition (5.3) and Taylor expansion, for every yh ∈
Krt,∗

h , due to yh · n = zrth · n a.e. on ΓN , we find that

−Drt
h (yh) +Drt

h (zrth ) =

ˆ
Ω

ϕ∗h(·,Πhyh)−
ˆ
Ω

ϕ∗h(·,Πhz
rt
h )− (yh · n− zrth · n, uhD)ΓD

= (Dtϕ
∗
h(·,Πhz

rt
h ),Πhyh −Πhz

rt
h )Ω − (yh · n− zrth · n, uhD)∂Ω

+ 1
2 (D

2
tϕ

∗
h{Πhyh,Πhz

rt
h }(Πhyh −Πhz

rt
h ),Πhyh −Πhz

rt
h )Ω

= 1
2 (D

2
tϕ

∗
h{Πhyh,Πhz

rt
h }(Πhyh −Πhz

rt
h ),Πhyh −Πhz

rt
h )Ω ,

where we used that, by the discrete convex optimality condition (5.6), the discrete integration-by-
parts formula (2.10), and the discrete admissibility condition (5.3), for every yh∈Krt,∗

h , it holds that

(Dtϕ
∗
h(·,Πhz

rt
h ),Πhyh −Πhz

rt
h )Ω = (∇hu

cr
h ,Πhyh −Πhz

rt
h )Ω

= (div zrth − div yh,Πhu
cr
h )Ω + (yh · n− zrth · n, πhucrh )∂Ω

= (yh · n− zrth · n, uhD)∂Ω ,

which is the claimed representation of ρ2−Drt
h
: Krt,∗

h → [0,+∞).
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Eventually, we have everything at our disposal to establish a discrete a posteriori error
identity that identifies the discrete primal-dual total error ρ2tot,h : K

cr
h ×Krt,∗

h → [0,+∞), for

every vh ∈ Kcr
h and yh ∈ Krt,∗

h defined by

ρ2tot,h(vh, yh) := ρ2Icr
h
(vh) + ρ2−Drt

h
(yh) , (6.5)

with the discrete primal-dual gap estimator (6.1).

Theorem 6.5 (discrete primal-dual gap identity). For every vh ∈ Kcr
h and yh ∈ Krt,∗

h , we have
that

ρ2tot,h(vh, yh) = η2gap,h(vh, yh) .

Proof. Using the definitions (6.1), (6.2), (6.3), (6.3), and the discrete strong duality relation (5.5),
for every vh ∈ Kcr

h and yh ∈ Krt,∗
h , we find that

ρ2tot,h(vh, yh) = ρ2Icr
h
(vh, u

cr
h ) + ρ2−Drt

h
(yh, z

rt
h )

= Icrh (vh)− Icrh (ucrh ) +Drt
h (zrth )−Drt

h (yh)

= Icrh (vh)−Drt
h (yh)

= η2gap,h(vh, yh) .

If we insert the (Fortin) quasi-interpolations (2.4) and (2.7) of the primal and the dual solution
(assuming that the singular part vanishes, i.e., µs = 0), respectively, in the discrete primal-dual
identity (cf. Theorem 6.5), we arrive at an a priori error identity, which allows us to derive error
decay rates in dependence of the regularity of the dual solution.

Theorem 6.6 (a priori error identity and error decay rates). If fh :=Πhf ∈L0(Th), gh := πhg
∈ L0(SΓN

h ), uhD := πhuD ∈ L0(SΓD

h ), and ζh := Πhζ ∈ L0(Th), the following statements apply:

(i) If µs = 0 and z ∈ Vp,q(Ω), where p > 2 and q > 2d
d+2 , then Πcr

h u ∈ Kcr
h , Πrt

h z ∈ Krt,∗
h , and

ρ2tot,h(Π
cr
h u,Π

rt
h z) =

ˆ
Ω

{
ϕ∗h(·,ΠhΠ

rt
h z)−ΠhΠ

rt
h z ·Πh∇u+ ϕh(·,Πh∇u)

}
dx

≤ 1
2 (
√
d+ 1) ∥z −ΠhΠ

rt
h z∥22,Ω + 3

2∥ζh − ζ∥22,Ω .
(ii) If, in addition, z ∈ (W ν,2(Ω))d and ζ ∈W ν,2(Ω), where ν ∈ (0, 1], then

ρ2tot,h(Π
cr
h u,Π

rt
h z) ≤ c h2ν

(
|z|2ν,2,Ω + |ζ|2ν,2,Ω

)
.

Proof. ad (i). First, using (2.5) and (2.6), we observe that

|∇hΠ
cr
h u| = |Πh∇u| ≤ Πh|∇u| ≤ ζh a.e. in Ω ,

πhΠ
cr
h u = πhu = πhuD = uhD a.e. on ΓD ,

i.e., it holds that Πcr
h u ∈ Kcr

h . Second, using (2.8) and (2.9), we observe that

divΠrt
h z = Πhdiv z = Πh(−f) = −fh a.e. in Ω ,

Πrt
h z · n = πh(z · n) = πhg = gh a.e. on ΓN ,

i.e., it holds that Πrt
h z ∈ Krt,∗

h . Then, using Theorem 6.5 together with Lemma 6.3 as well as (2.5),
abbreviating z̃h := ΠhΠ

rt
h z ∈ (L0(Th))d, we find that

ρ2tot,h(Π
cr
h u,Π

rt
h z) =

ˆ
Ω

{
ϕ∗h(·, z̃h)− z̃h ·Πh∇u+ ϕh(·,Πh∇u)

}
dx . (6.6)

Due to ϕh(·,Πh∇u) = 1
2 |Πh∇u|2 a.e. in Ω and ϕ(·,∇u) = 1

2 |∇u|2 a.e. in Ω, by Jensen’s inequality,
it holds that

´
Ω
ϕh(·,Πh∇u) dx ≤

´
Ω
ϕ(·,∇u) dx, so that from (6.6), we infer that

ρ2tot,h(Π
cr
h u,Π

rt
h z) ≤

ˆ
Ω

{
ϕ∗h(·, z̃h)− z̃h · ∇u+ ϕ(·,∇u)

}
dx . (6.7)
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Then, using in (6.7) the convex optimality relations (3.5),(3.7), that by the convexity of ϕ∗∈C1(Rd),
it holds that

−ϕ∗(·, z) ≤ −ϕ∗(·, z̃h)−Dtϕ
∗(·, z̃h) · (z − z̃h) a.e. in Ω ,

we find that

ρ2tot,h(Π
cr
h u,Π

rt
h z) ≤

ˆ
Ω

{
ϕ∗h(·, z̃h) + (z − z̃h) ·Dtϕ

∗(·, z)− ϕ∗(·, z)
}
dx

= (Dtϕ
∗(·, z)−Dtϕ

∗(·, z̃h), z − z̃h)Ω +

ˆ
Ω

{
ϕ∗h(·, z̃h)− ϕ∗(·, z̃h)

}
dx

=: I1h + I2h .

(6.8)

So, it is only left to estimate I1h and I2h:

ad I1h. Using the Taylor expansion

Dtϕ
∗(·, z) = Dtϕ

∗(·, z̃h) + 1
2D

2
tϕ

∗{z, z̃h}(z − z̃h) a.e. in Ω ,

and that, by (4.4), it holds that |D2
tϕ

∗(x, t)| ≤
√
d+ 1 for a.e. x ∈ Ω and all t ∈ Rd, we obtain

I1h = 1
2 (D

2
tϕ

∗{z, z̃h}(z − z̃h), z − z̃h)Ω

≤ 1
2 (
√
d+ 1) ∥z − z̃h∥22,Ω .

(6.9)

ad I2h. Due to ϕ∗h(·, z̃h) = ζh|z̃h|− 1
2ζ

2
h a.e. in {|z̃h|>ζh}, ϕ∗(·, z̃h) = ζ|z̃h|− 1

2ζ
2 a.e. in {|z̃h|>ζ},

ϕ∗h(·, z̃h) = 1
2 |z̃h|2 a.e. in {|z̃h| ≤ ζh}, and ϕ∗(·, z̃h) = 1

2 |z̃h|2 a.e. in {|z̃h| ≤ ζ}, it holds that
I2h = 1

2 (2|z̃h| − ζ − ζh, ζh − ζ){|z̃h|>max{ζh,ζ}}

− 1
2∥|z̃h| − ζh∥22,{ζh<|z̃h|≤ζ} +

1
2∥|z̃h| − ζ∥22,{ζ<|z̃h|≤ζh} .

(6.10)

Using that |z̃h|, ζh ⊥ ζh − ζ in L2(T ) for all T ∈ Th and that {|z̃h| > ζh} can be decomposed into
elements from Th as |z̃h|, ζh ∈ L0(Th), we find that

1
2 (2|z̃h| − ζ − ζh, ζh − ζ){|z̃h|>max{ζh,ζ}} = 1

2 (2|z̃h| − ζ − ζh, ζh − ζ){|z̃h|>ζh}

− 1
2 (2|z̃h| − ζ − ζh, ζh − ζ){ζh<|z̃h|≤ζ}

≤ 1
2∥ζh − ζ∥2{|z̃h|>ζh}

+ 1
2∥|z̃h| − ζ∥2,{ζh<|z̃h|≤ζ}∥ζh − ζ∥2,{ζh<|z̃h|≤ζ}

+ 1
2∥|z̃h| − ζh∥2,{ζh<|z̃h|≤ζ}∥ζh − ζ∥2,{ζh<|z̃h|≤ζ}

≤ 3
2∥ζh − ζ∥22,{|z̃h|>ζh} ,

(6.11)

Then, from (6.11) in (6.10), we deduce that

I2h ≤ 3
2∥ζh − ζ∥22,Ω . (6.12)

Eventually, combining (6.12) and (6.9) in (6.8), we conclude that the claimed a priori error
estimate applies.

ad (ii). From (i), using Jensen’s inequality and the fractional approximation properties of Πh

(cf. [14, Thm. 18.16]) and Πrt
h (cf. [14, Thms. 16.4, 16.6]), we conclude that

ρ2tot,h(Π
cr
h u,Π

rt
h z) ≤ c ∥z −Πhz∥22,Ω + c ∥Πh(z −Πrt

h z)∥22,Ω + c ∥ζ −Πhζ∥22,Ω
≤ c ∥z −Πhz∥22,Ω + c ∥z −Πrt

h z∥22,Ω + c ∥ζ −Πhζ∥22,Ω
≤ c h2ν

(
|z|2ν,2,Ω + |ζ|2ν,2,Ω

)
,

which is the claimed a priori error estimate.
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7. Numerical experiments

In this section, we review the theoretical findings of Section 4 and Section 6 via numerical exper-
iments. All experiments were conducted using the finite element software package FEniCS (version
2019.1.0, cf. [22]). All graphics were generated using the Matplotlib library (version 3.5.1, cf. [18]).

7.1 Implementation details regarding the optimization procedure

The iterative maximization of the discrete dual energy functional (5.2) is realized using a semi-
implicit discretized L2-gradient flow modified with a residual stopping criterion guaranteeing the
necessary accuracy in the optimization procedure. For the semi-implicit treatment, we introduce
the auxiliary function φh : Ω× R≥0 → R, for a.e. x ∈ Ω and every r ≥ 0 defined by

φh(x, r) :=

®
1
2r

2 if r ≤ ζh(x) ,

ζh(x)r − ζh(x)
2

2 if r > ζh(x) .

Algorithm 7.1 (Semi-implicit discretized L2-gradient flow). Let z0h ∈ RT 0
N (Th) with div z0h =

−fh a.e. in Ω and z0h · n = gh a.e. on ΓN and let τ, εhstop > 0. Then, for every k ∈ N:
(i) Compute the iterates (zkh, λ

k
h)

⊤ ∈ RT 0(Th)× L0(Th) with zkh · n = gh a.e. on ΓN such that
for every (yh, ηh)

⊤ ∈ RT 0
N (Th)× L0(Th), it holds that(

Πhdτz
k
h − Dtφ

∗
h(·,|Πhz

k−1
h |)

|Πhz
k−1
h |

Πhz
k
h,Πhyh

)
Ω
− (λkh,div yh)Ω = −(yh · n, uhD)ΓD

,

(div zkh, ηh)Ω = −(fh, ηh)Ω .
(7.1)

where dτz
k
h := 1

τ (z
k
h − zk−1

h ) ∈ RT 0
N (Th) denotes the backward difference quotient.

(ii) Compute the residual rkh ∈ RT 0
N (Th) such that for every yh ∈ RT 0

N (Th), it holds that

(rkh, yh)Ω = −
(

Dtφ
∗
h(·,|Πhz

k
h|)

|Πhzk
h|

Πhz
k
h,Πhyh

)
Ω
− (λkh,div yh)Ω + (zkh · n, uhD)ΓD

. (7.2)

Stop if ∥rkh∥2,Ω ≤ εhstop; otherwise, increase k→k + 1 and continue with step (i).

The following proposition establishes the well-posedness (i.e., existence of iterates), stability
(i.e., a priori bounds), and convergence (i.e., the convergence of the iterates to a discrete dual
solution) of Algorithm 7.1.

Proposition 7.2 (well-posedness, stability, and convergence of Algorithm 7.1). Let the assump-
tions of Algorithm 7.1 be satisfied. Then, the following statements apply:

(i) Algorithm 7.1 is well-posed, i.e., for every k∈N, given the most-recent iterate zk−1
h ∈RT 0(Th),

there exists a unique iterate zkh ∈ RT 0(Th) solving (7.1).
(ii) Algorithm 7.1 is unconditionally strongly stable, i.e., for every L ∈ N, it holds that

−Drt
h (zLh ) + τ

L∑
k=1

∥Πhdτz
k
h∥22,Ω ≤ −Drt

h (z0h) .

(iii) Algorithm 7.1 terminates after a finite number of steps, i.e., there exists k∗ ∈ N such that
∥rk∗

h ∥2,Ω ≤ εhstop.

The proof of Proposition 7.2(ii) is essentially based on the following inequality.

Lemma 7.3. For a.e. x ∈ Ω and every a, b ∈ Rd, it holds that
Dtφ

∗
h(x,|a|)
|a| b · (b− a) ≥ φ∗

h(x, |b|)− φ∗
h(x, |a|) + 1

2
Dtφ

∗
h(·,|a|)
|a| |b− a|2 .

Proof. Follows from [4, Appx. A.2], since φ∗
h(x, ·) ∈ C1(R≥0) and (t 7→ Dtφ

∗
h(x, t)/t) ∈ C0(R≥0)

is positive and non-decreasing for a.e. x ∈ Ω.

Proof (of Proposition 7.2). ad (i). Since Dtφ
∗
h(x, t)/t ≥ 0 for a.e. x ∈ Ω and all t ≥ 0, the well-

posedness of Algorithm 7.1 is a direct consequence of the Brezzi splitting theorem (cf. [3, Thm. 6.4]).
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ad (ii). Let L∈N be arbitrary. Then, for every k ∈ {1, . . . , L}, choosing yh =dτz
k
h ∈RT 0

N (Th)
in (7.1), due to div (dτz

k
h) = 0 a.e. in Ω, we find that

∥Πhdτz
k
h∥22,Ω +

(
Dtφ

∗
h(·,|Πhz

k−1
h |)

|Πhz
k−1
h |

Πhz
k
h,Πhdτz

k
h

)
Ω
+ (dτz

k
h · n, uhD)ΓD

= 0 . (7.3)

According to Lemma 7.3 with a = Πhz
k−1
h |T ∈ Rd and b = Πhz

k
h|T ∈ Rd applied for all T ∈ Th,

for every k ∈ {1, . . . , L}, we have that

Dtφ
∗
h(·,|Πhz

k−1
h |)

|Πhz
k−1
h |

Πhz
k
h ·Πhdτz

k
h ≥ dτ [ϕ

∗
h(·,Πhz

k
h)] a.e. in Ω . (7.4)

Using (7.4) in (7.3), for every k ∈ {1, . . . , L}, we arrive at

∥Πhdτz
k
h∥22,Ω − dτ [D

rt
h (zkh)] ≤ 0 . (7.5)

Summation of (7.5) with respect to k ∈ {1, . . . , L}, using ∑L
k=1dτ [D

rt
h (zkh)] =Drt

h (zLh )−Drt
h (z0h),

yields the claimed stability estimate.

ad (iii). Due to (ii), we have that ∥Πhdτz
k
h∥22,Ω → 0 (k → ∞). Thus, by div (dτz

k
h) = 0 a.e. in Ω,

the finite-dimensionality of RT 0
N (Th), and the equivalence of norms, it holds that

zkh − zk−1
h → 0 in RT 0

N (Th) (k → ∞) . (7.6)

In addition, due to (ii), we have thatDrt
h (zkh) ≥ Drt

h (z0h) and, thus, (z
k
h)k∈N ⊆ RT 0(Th) is bounded.

In addition, due to [3, Prop. 7.4] together with |ΓD| > 0, for every k ∈ N, we have that

∥λkh∥2,Ω ≤ sup
yh∈RT 0

N (Th) : ∥yh∥H(div;Ω)≤1

{
(λkh,div yh)Ω

}
= sup

yh∈RT 0
N (Th) : ∥yh∥H(div;Ω)≤1

{(
Πhdτz

k
h − Dtφ

∗
h(·,|Πhz

k−1
h |)

|Πhz
k−1
h |

Πhz
k
h,Πhyh

)
Ω
+ (yh · n, uhD)ΓD

}
≤ ∥Πhdτz

k
h∥2,Ω + ∥Dtφ

∗
h(·, |Πhz

k
h|)∥2,Ω + ch ∥uhD∥2,ΓD

,

implying that (λkh)k∈N⊆L0(Th) is bounded. Due to the finite-dimensionality ofRT 0(Th) andL0(Th),
the Bolzano–Weierstraß theorem yields a subsequences (zkℓ

h )ℓ∈N ⊆ RT 0(Th), (λkℓ

h )ℓ∈N ⊆ L0(Th)
as well as limits z̃h ∈ RT 0(Th), λ̃h ∈ L0(Th) such that

zkℓ

h → z̃h in RT 0(Th) (ℓ→ ∞) , (7.7)

λkℓ

h → λ̃h in L0(Th) (ℓ→ ∞) . (7.8)

Due to div zkh = −fh a.e. in Ω and zkh · n = gh a.e. on ΓN for all k ∈ N, (7.7) implies that

div z̃h = −fh a.e. in Ω , (7.9)

z̃h · n = gh a.e. on ΓN . (7.10)

In addition, due to (7.6), (7.7) implies that

zkℓ−1
h → z̃h in RT 0

N (Th) (ℓ→ ∞) . (7.11)

Thus, using (7.7)–(7.11), by passing for ℓ→ ∞ in (7.1), for every yh ∈ RT 0
N (Th), we obtain(

Dtφ
∗
h(·,|Πhz̃h|)
|Πhz̃h| Πhz̃h,Πhyh

)
Ω
+ (λ̃h,div yh)Ω + (z̃h · n, uhD)ΓD

= 0 , (7.12)

which together with (7.9) and (7.10) proves that z̃h ∈ RT 0(Th) is a discrete dual solution and
λ̃h = Πhu

cr
h a.e. in Ω. Hence, using (7.6) and (7.12), for every yh ∈ RT 0

N (Th), we obtain

(rkℓ

h , yh)Ω =
(

Dtφh(·,|Πhz
kℓ
h |)

|Πhz
kℓ
h |

Πhz
kℓ

h ,Πhyh

)
Ω
+ (λkℓ

h ,div yh)Ω + (yh · n, uhD)ΓD

→
(

Dtφh(·,|Πhz̃h|)
|Πhz̃h| Πhz̃h,Πhyh

)
Ω
+ (λ̃h,div yh)Ω + (yh · n, uhD)ΓD

= 0 (ℓ→ ∞) ,

i.e., rkℓ

h ⇀ 0 in RT 0
N (Th) (ℓ→ ∞), and, thus, by the finite-dimensionality of RT 0

N (Th), rkℓ

h → 0 in
RT 0

N (Th) (ℓ→ ∞), implying that rkℓ

h → 0 in (L2(Ω))d (ℓ→ ∞). As this argumentation remains
valid for each subsequence of (rkh)k∈N ⊆ RT 0

N (Th), the standard convergence principle yields that
rkh → 0 in (L2(Ω))d (k → ∞). In particular, there exists k∗ ∈ N such that ∥rk∗

h ∥2,Ω ≤ εhstop.



H. Antil, S. Bartels, A. Kaltenbach, and R. Khandelwal 22

7.2 Experimental setup

For our numerical experiments, we consider the manufactured solution in [17, Expl. 2.3.2, p. 122].
More precisely, let Ω :=B2

r (0) := {x∈R2 | |x|<r}, r > 0, ΓD := ∂Ω (i.e., ΓN := ∅), f ≡C ∈L1(Ω),
uD ≡ 0 ∈ W 1,∞(ΓD), and ζ ≡ 1 ∈ L∞(Ω). Then, the primal solution u ∈ K and the dual
solution z ∈ K∗, for every x ∈ Ω, are defined by

u(x) :=


C
4 (r

2 − |x|2) if C ≤ 2
r ,®

r − |x| if 2
C ≤ |x| ≤ r ,

−C
4 |x|2 + r − 1

C if 0 ≤ |x| ≤ 2
C ,

´
if C ≥ 2

r ,

 ,

z(x) := −C
2 x .

In what follows, we set r=1 (i.e., Ω=B2
1(0)). Then, using the MatLab (version R2024a, cf. [20])

library DistMesh (version 1.1, cf. [24]), we generate approximative triangulations Thi
, i = 0, . . . , 6,

where hi ≈ 0.36× 1
2i for all i=0, . . . , 6, such that Ωhi

⊆Ω, where Ωhi
:= int(∪Thi

) for all i=0, . . . , 6.

As approximations of the Dirichlet boundary data serve uhi

D := πhi
u ∈ L0(S∂Ωhi

hi
), i = 0, . . . , 6.

For this series of triangulations Thi , i = 0, . . . , 6, we apply the semi-implicit discretized L2-grad-
ient flow (cf. Algorithm 7.1) with step-size τ = 1.0, stopping parameter εhstop = 1.0×10−4, and ini-
tial iterate (z0hi

, λ0hi
)⊤ ∈RT 0

N (Thi
)×L0(Thi

) such that for every (yhi
, ηhi

)⊤ ∈RT 0
N (Thi

)× L0(Thi
),

it holds that

(Πhi
z0hi
,Πhi

yhi
)Ωhi

− (λ0hi
,div yhi

)Ωhi
= (yhi

· n, uhi

D )∂Ωhi
,

(div z0hi
, ηhi

)Ωhi
= −(fhi

, ηhi
)Ωhi

,

to approximate the discrete dual solution zrthi
∈ Krt,∗

hi
, i = 0, . . . , 6, the discrete Lagrange multiplier

λ0hi
∈ L0(Thi

), i = 0, . . . , 6, and, subsequently, using inverse generalized Marini formula (cf. (5.16)),
the discrete primal solution ucrhi

∈ Kcr
hi
, i = 0, . . . , 6.

For determining the convergence rates, the experimental order of convergence (EOC), i.e.,

EOCi(ei) :=
log(ei)− log(ei−1)

log(hi)− log(hi−1)
, i = 1, . . . , 6 ,

where, for every i = 0, . . . , 6, we denote by ei a generic error quantity.

7.3 Numerical experiments concerning the a priori error analysis

In this subsection, we review the theoretical findings of Section 6.
More precisely, given the experimental setup of Subsection 7.2, we compute the error quantities

etot,hi

i := ρ2tot,hi
(Πcr

hi
u,Πrt

hi
z) ,

egap,hi

i := η2gap,hi
(Πcr

hi
u,Πrt

hi
z) ,

}
i = 0, . . . , 6 . (7.13)

Inasmuch as z ∈ (W 1,2(Ω))2 and ζ ∈ W 1,2(Ω), Theorem 6.6(ii) predicts the error decay rate
O(h2i ) = O(Ni), where Ni := dim(RT 0(Thi

)) + dim(L0(Thi
)), i ∈ N, for the discrete primal-dual

total errors (cf. (6.5)), which are equal to the discrete primal-dual gap estimators (cf. (6.1)), i.e.,
we expect (cf. Theorem 6.6(i))

EOCi(e
gap
i ) = EOCi(e

tot
i ) = 2 .

In Figure 1, for C ∈ {2.5, 5.0, 7.5, 10.0}, we report the expected optimal convergence rate
of about EOCi(e

tot
i ) ≈ EOCi(e

gap
i ) ≈ 2, i = 1, . . . , 6, i.e., an error decay of order O(h2i ) = O(Ni),

i = 1, . . . , 6, which confirms the optimality of the error decay rate derived in Theorem 6.6(ii).
Moreover, we observe that the a priori error identity in Theorem 6.6(i) is approximatively satisfied.
Note that, in the case C ≤ 2, the dual solution is an affine polynomial, so that the latter (up to
machine precision) coincide with the discrete dual solution. In addition, in the case C ≤ 2, the
primal solution is a quadratic polynomial, so that, by (2.5), (up to machine precision) we have
that ∇hΠ

cr
h u = ∇hu

cr
h a.e. in Ω. For this reason, we did not add error plots for the case C ≤ 2.
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Figure 1: Logarithmic plots of the experimental convergence rates of the error quantities (7.14).
For forcing terms C ∈ {2.5, 5.0, 7.5, 10.0}, we report the expected quadratic error decay rate, i.e.,
EOCi(e

tot
i ) ≈ EOCi(e

gap
i ) ≈ 2, i = 1, . . . , 6. In addition, we report that the discrete primal-dual

error (cf. (6.5)) approximatively coincides with the discrete primal-dual gap estimator (cf. (6.1)).
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Figure 2: left : plot of |∇h2
ucrh2

| ∈ L0(Th2
), where red dots mark T ∈ Th2

with |∇h2
ucrh2

| = 1 in T ;
right : plot of |Πh2

zrth2
| ∈ L0(Th2

), where red dots mark T ∈Th2
with |Πh2

zrth2
|< 1 in T . In summary,

We report that {|∇h2u
cr
h2
| = 1} = {|Πh2z

rt
h2
| ≥ 1} and {|∇h2u

cr
h2
| < 1} = {|Πh2z

rt
h2
| < 1} as pre-

dicted by the discrete convex optimality relation (5.6).
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7.4 Numerical experiments concerning the a posteriori error analysis

In this subsection, we review the theoretical findings of Section 4.
More precisely, given the experimental setup of Subsection 7.2, for every i = 1, . . . , 6, we

define the admissible approximation

ucrhi
:=

Πw1
hi
ucrhi

max{1, ∥∇Πw1
hi
ucrhi

∥∞,Ω}
∈ K ,

where Πw1
hi

: S1,cr
D (Thi

) →W 1,∞
D (Ω) is a suitable quasi-interpolation operator, e.g.,

Πw1
hi

∈
{
Πav,1

hi
,Πav,2

hi
,Πsz,1

hi
,Πsz,2

hi
,ΠL2,1

hi
,ΠL2,2

hi

}
,

where, setting Sk
D(Thi

) := Lk(Thi
) ∩W 1,∞

D (Ω), for k ∈ {1, 2}, we denote by

(i) Πav,k
hi

:S1,cr
D (Thi)→Sk

D(Thi) the averaging quasi-interpolation operator from [14, Subsec. 22.4.1];

(ii) Πsz,k
hi

: S1,cr
D (Thi

)→Sk
D(Thi

) the Scott–Zhang quasi-interpolation operator from [14, Appx. A.3];

(iii) ΠL2,k
hi

:S1,cr
D (Thi

)→Sk
D(Thi

) the (global) L2-projection operator from [14, Subsec. 22.5].

Then, we compute the error quantities

etoti := ρ2tot(u
cr
hi
, zrthi

) ,

egapi := η2gap(u
cr
hi
, zrthi

) ,

´
i = 0, . . . , 6 . (7.14)

In Figure 3, for C = 10.0, we report a reduced (compared to Subsection 7.3) convergence rate

of about EOCi(e
tot
i ) ≈ EOCi(e

gap
i ) ≈ 1, i = 1, . . . , 6, i.e., an error decay of order O(hi) = O(N

1
2
i ),

i = 1, . . . , 6. Moreover, we observe that the a posteriori error identity in Theorem 4.5(i) is
approximatively satisfied.
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Figure 3: Logarithmic plots of the experimental convergence rates of the error quantities (7.14).

For C = 10.0 and Πw1
hi

∈ {Πav,1
hi

,Πav,2
hi

,Πsz,1
hi

,Πsz,2
hi

,ΠL2,1
hi

,ΠL2,2
hi

}, we report a reduced linear error
decay rate, i.e., EOCi(e

tot
i ) ≈ EOCi(e

gap
i ) ≈ 1, i = 1, . . . , 6. In addition, we report that the primal-

dual error (cf. (4.9)) approximatively coincides with the primal-dual gap estimator (cf. (4.1)).
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8. Conclusion and Outlook

A (Fenchel) duality theory for variational problems with gradient constraints was developed.
On the basis of this (Fenchel) duality theory, an a posteriori error identity was derived, which can
be seen as a generalization of the Prager–Sygne identity (cf. [25]) for the Poisson problem. To
make the a posteriori error identity numerically practicable, it is necessary to approximate in a
computationally inexpensive way the primal problem and the dual problem at the same time. To
this end, exploiting orthogonality relations between the Crouzeix–Raviart element and the Raviart–
Thomas element, all (Fenchel) duality relations from the continuous level are transferred to a
discrete level and reconstruction of a primal solution from a given dual solution is derived, using
the so-called inverse generalized Marini formula. The inverse generalized Marini formula enabled
us to approximate the primal problem and the dual problem at the same time using only the
Raviart–Thomas element. In addition, the discrete (Fenchel) duality theory allowed us to derive an
a posteriori error identity also on the discrete level, which, eventually, turned out the be an a priori
error identity and enabled us to derive explicit error decay rates depending on the regularity of
the dual solution and the obstacle function. Numerical experiments were carried out that confirm
the optimality of the derived error decay rates and the validity of both the a priori error identity
and the a posteriori error identity. Still open is the question of the accurate post-processing of
the discrete primal solution to obtain an admissible approximation of the primal solution. Simple
node-averaging and, subsequently, global scaling with the gradient length does not approximate
the gradient in (L∞(Ω))d with the desired accuracy. Instead a quasi-interpolation operator, which
either preserves the gradient length or at least approximates the later with the needed accuracy,
should be employed. In the end, this would allow us to use the local refinement indicators induced
by the primal-dual gap estimator for adaptive mesh-refinement. The latter will be content of
future research.
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