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Abstract. It is shown that discretizations based on variational or weak
formulations of the plate bending problem with simple support bound-
ary conditions do not lead to failure of convergence when polygonal
domain approximations are used and the imposed boundary conditions
are compatible with the nodal interpolation of the restriction of cer-
tain regular functions to approximating domains. It is further shown
that this is optimal in the sense that a full realization of the boundary
conditions leads to failure of convergence for conforming methods. The
abstract conditions imply that standard nonconforming and discontin-
uous Galerkin methods converge correctly while conforming methods
require a suitable relaxation of the boundary condition. The results are
confirmed by numerical experiments.

1. Introduction

The plate or Babuška paradox refers to the failure of convergence when a
linear bending problem with simple support boundary conditions on a do-
main with curved boundary is approximated using a sequence of problems on
approximating polygonal domains, cf. [3]. An explanation for this is an in-
sufficient consistency in the approximation of the curvature of the boundary.
Remarkably, numerical experiments show that typical nonconforming and
discontinuous Galerkin methods converge correctly on sequences of simpli-
cial meshes [24]. It is the goal of this article to identify criteria for numerical
methods that avoid the occurrence of the paradox and explain the observed
convergence. The main result is that a suitable relaxation in the treatment
of the boundary conditions avoids the failure of convergence independently
of regularity properties. While this is naturally satisfied by canonical real-
izations of nonconforming and discontinuous Galerkin methods, in the case
of a conforming method, the boundary condition need to be restricted to
the boundary vertices only, which is typically consistent with the nodal in-
terpolation of certain regular functions.
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Small elastic deflections u : ω → R of a thin plate are described by a
minimization of the energy functional

I(v) =
σ

2

∫
ω
|∆v|2 dx+

1− σ
2

∫
ω
|D2v|2 dx−

∫
ω
fv dx

in a set V ⊂ H2(ω) whose definition involves appropriate boundary condi-
tions. The material parameter σ is the Poisson ratio of the elastic material
and we assume for simplicity that 0 ≤ σ < 1. So called conditions of simple
support prescribe the deflection on the boundary, in the simplest setting via
imposing

u|∂ω = 0,

so that V = H2(ω) ∩ H1
0 (ω). Clamped boundary conditions additionally

prescribe the normal of the deformed plate along the boundary, e.g., via
∇u = 0 on ∂ω, so that in this case we have V = H2

0 (ω). Because of the den-
sity of compactly supported smooth functions in H2

0 (ω) it is straightforward
to show that domain approximations are not critical for clamped boundary
conditions.

In the case of simple support boundary conditions, the unique minimizer
u ∈ V is characterized by the Euler–Lagrange equations

∆2u = f in ω, u = ∆u− (1− σ)κ∂nu = 0 on ∂ω,

where κ denotes the curvature of the boundary (positive for locally convex
boundary parts), and ∂nu = ∇u · n is the outer normal derivative along
the boundary. For approximating polygonal domains ωm one has κ = 0
away from corner points in which discrete curvature is captured by Dirac
contributions. Owing to the boundary condition u = 0 on ∂ωm we have
however ∇u = 0 and hence ∂nu = 0 in those points. Thus, formally the
term involving κ in the natural boundary condition disappears for polygonal
domain approximations. In convex domains ωm the solutions um can then
be efficiently computed using an operator splitting, i.e., by introducing the
variables wm = −∆um and successively solving the problems

(a) −∆wm = f in ωm, wm = 0 on ∂ωm,

(b) −∆um = wm in ωm, um = 0 on ∂ωm.

Since the approximation of boundaries is not critical for Poisson problems
with Dirichlet boundary conditions, it follows that limits (u∞, w∞) of the
sequence (um, wm) provide the solution of the problem

∆2u∞ = f in ω, u∞ = ∆u∞ = 0 on ∂ω.

In particular, u∞ is independent of σ and in general different from the true
solution u. A rotationally symmetric example with f = 1 in the unit disk
has been determined in [4], cf. Figure 1 and Section 5. This discrepancy is
referred to as the plate or Babuška paradox. A comprehensive discussion of
the analytical aspects of this and related phenomena can be found in [18, 16].
For domain approximations using piecewise quadratic boundary curves the
piecewise curvature correctly approximates κ in the sense of functions and
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coefficients of Dirac contributions associated with corner points decay su-
perlinearly and are therefore irrelevant. We refer the reader to [21, 10, 1] for
related ideas and numerical methods. Other methods to avoid the paradox
introduce certain Dirac contributions in boundary condition obtained via
asymptotic expansions, cf. [17], are based on nonconforming methods [13,
11, 1], or impose the boundary condition in a modified or penalized form [22,
19, 23]. The framework of variational convergence adopted here avoids con-
ditional results based on regularity properties, does not require extension
operators, and leads to weak conditions on penalty parameters.

Figure 1. Interpolants of the solution of a plate bending
problem with simple support boundary conditions (left) and
of the incorrect solution obtained as a limit of problems on
polygonal domain approximations (right).

The failure of convergence also occurs when working with the variational
problems or weak formulations resulting from replacing ω by ωm in the
energy functional I, i.e., considering the minimization of

Im(v) =
σ

2

∫
ωm

|∆v|2 dx+
1− σ

2

∫
ωm

|D2v|2 dx−
∫
ωm

fmv dx

in the set of functions vm ∈ Vm = H1
0 (ωm)∩H2(ωm). An integration by parts

and the density of H3 regular functions in Vm reveal boundary contributions
that vanish for the functionals Im but not for the original funtional I, cf. [11,
14]. Hence, variational convergence cannot hold. This argument also applies
to finite element methods that are based on subspaces of Vm. It is thus a
necessary condition that approximations are nonconforming.

To avoid the failure of convergence it suffices to introduce a nonconformity
in the treatment of the boundary condition by reducing it to corner points
or more generally to ∂ωm ∩ ∂ω, i.e., using the admissible space

Ṽm =
{
v ∈ H2(ωm) : v = 0 on ∂ωm ∩ ∂ω

}
.

To show that the minimization of Im in Ṽm converges to the minimization
of I on V = H2(ω) ∩ H1

0 (ω) we use the concept of Γ-convergence which
avoids imposing regularity conditions. We assume that ωm ⊂ ω such that
corner points of ∂ωm belong to ∂ω, i.e., that ω is convex, and always extend
functions and derivatives trivially by zero to ω. The first step consists in
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showing that accumulation points v ∈ L2(ω) of sequences (vm) satisfy the
lim-inf inequality

I(v) ≤ lim inf
m→∞

Im(vm).

This is in fact straightforward since ‖vm‖H1(ωm) ≤ c21‖D2vm‖L2(ωm) and

D2vm ⇀ D2v after selection of a subsequence. By carrying out a nodal
interpolation Ihv ∈ H1

0 (ωm) on triangulations Tm of ωm it follows that the
boundary conditions are correctly satisfied in the limit, i.e., v|∂ω = 0 so that
v ∈ V . The second step requires showing that the lower bound is attained
for every v ∈ V . For this, it suffices to realize that owing to the definition

of Ṽm the restrictions vm = v|ωm belong to Ṽm, and satisfy D2vm → D2v in
L2(ω) since ‖D2vm‖L2(ω\ωm) → 0 as well as

I(v) = lim
m→∞

Im(vm).

This establishes Γ convergence of Im to I with respect to strong convergence
in L2(ω). An immediate consequence is that minimizers for Im converge to
the minimizer of I. It is straightforward to check that the convergence is
strong in H1 on compact subsets of ω.

The remarkable difference between finite element approximations with
boundary conditions imposed on the entire boundary and the corner points
of a pentagon is illustrated in Figure 2. While the first one is close to the
restriction of the exact solution to the pentagon, the second one misses the
exact maximal value by a factor ten.

Figure 2. Finite element solutions on a pentagon imposing
the boundary conditions at the corner points (left) and along
the entire boundary (right).

Under mild additional integrability conditions on f and D2u, error esti-
mates can be derived for the difference of um and u|ωm . Letting am and a
denote the bilinear forms associated with the energy functionals Im and I,
noting that u|ωm is admissible in the approximating problem, and assum-
ing that Em : H2(ωm) → H2(ω) ∩H1

0 (ω) are uniformly bounded extension
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operators, straightforward calculations lead to, e.g., if σ = 0,

‖D2(u−um)‖2L2(ωm) = am(u− um, u− um)

=

∫
ω\ωm

f(u− Emum) dx−
∫
ω\ωm

D2u : D2(u− Emum) dx

≤ cE |ω \ ωm|1/2
(
‖f‖L∞(ω) + ‖D2u‖L∞(ω)

)
‖D2(u− Emum)‖.

For simplicial triangulations Thm with maximal mesh-size hm > 0 that define
the subdomains ωm of the domain ω with piecewise C2 boundary, we have
the area difference estimate |ω\ωm| ≤ ch2, so that the domain approximation
leads to an error contribution of at least linear order. We refer the reader
to [19] for related estimates based on the use of a Strang lemma.

An important aspect in the transfer of convergence proofs to finite ele-
ment settings is the construction of a recovery sequence via the interpolation
of the restriction of functions in H3(ω) ∩ V to ωm. In this restriction only
the zero boundary values at the corners are captured and only these infor-
mation are seen in the interpolation process. The discrete admissible set
thus has to be appropriately defined to ensure that the interpolants belong
to it. The convergence proof given above serves as a template to derive an
abstract convergence theory that can be applied to various finite element
methods. The sufficient conditions are that (1) the approximating problems
are uniformly coercive in H1

0 (ω), (2) possible discretizations of second order
derivatives are stable, and (3) that interpolation operators map functions
from H3(ω) ∩ V into the discrete admissible sets.

As an alternative to imposing the boundary condition in the corner points,
one may impose it via penalty terms with suitably chosen penalty parameter.
Letting

Im,ε(v) = Im(v) +
1

2ε

∫
∂ωm

v2 ds

one establishes a Γ-convergence result if there exists a family of bounded lin-
ear operators Fm : H1(ωm) → H1(ω) that map traces v|∂ωm boundedly to
traces Fm(v)|∂ω. The condition implies that limits of sequences of functions
with uniformly bounded energies have vanishing traces on ∂ω. The restric-
tions vm = v|ωm define a recovery sequence for a function v ∈ H3(ω)∩H1

0 (ω)
if ε is chosen such that h4mε → 0 as hm → 0 since ‖vm‖L∞(∂ωm) ≤ h2m. If
quadrature is used in the penalty term it realizes a penalized variant of im-
posing the boundary condition in the corner points and in fact no restrictions
on the parameters are required. These observations explain why discontin-
uous Galerkin methods, that impose the boundary conditions via penalty
terms, converge correctly on sequences of polygonal domain approximations.

The outline of this article is as follows. Some auxiliary results are col-
lected in Section 2. The abstract convergence theory and a result about
failure of convergence are stated in Section 3. The application of the frame-
work to conforming, nonconforming, and discontinuous Galerkin methods is
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discussed in Section 4. Numerical experiments that confirm the theoretical
results are reported in Section 5.

2. Auxiliary results

We cite in this section an important density result from [14] together with
a boundary representation formula and collect some basic operators and
estimates related to finite element methods. Throughout, we use standard
notation for Sobolev and Lebesgue spaces. We let (·, ·)A denote the L2 inner
product on a set A and occasionally abbreviate

‖v‖ = ‖v‖L2(ω), (v, w) = (v, w)ω

for functions v, w ∈ L2(ω) possibly obtained as trivial extensions of functions
defined in subsets ω′ ⊂ ω. We always assume that ω is a convex and bounded
Lipschitz domain with piecewise C2,1 boundary and finitely many corner
points. We note that we have the Poincaré inequality

(1) ‖∇v‖ ≤ cP‖∆v‖

for all v ∈ H2(ω)∩H1
0 (ω) with a constant cP > 0 that is uniformly bounded

for families of convex domains whose inner and outer diameters are uniformly
bounded. We occasionally use the symbol . to express an inequality that
holds up to a generic constant factor.

2.1. Bending energy. Crucial for our analysis is a density result for certain
regular functions in the set H2(ω) ∩H1

0 (ω), cf. [14, Thm. B.5].

Theorem 2.1 (Density). The set H3(ω)∩H1
0 (ω) is dense in H2(ω)∩H1

0 (ω).

An important consequence of this result is the following formula from [12]
and [14, Lemma 3.8], that provides a representation of the total curvature
of the graph of a function by a boundary integral.

Lemma 2.2 (Boundary representation). For v ∈ H2(ω) ∩ H1
0 (ω) we have

that

−
∫
ω

detD2v dx =
1

2

∫
∂ω
κ(∂nv)2 ds.

Proof (sketched). Integration by parts shows for v ∈ H3(ω) ∩H1
0 (ω) that

−
∫
ω

detD2v dx =
1

2

∫
ω

div(JD2vJ∇v) dx =
1

2

∫
∂ω

(JD2vJ∇v) · n ds,

where J denotes the clockwise rotation by π/2. If p : (α, β) → R2 is an
arclength parametrization of a boundary segment, we have that

0 =
d2

ds2
(v ◦ p) = (p′)T(D2v ◦ p)p′ + (∇v ◦ p) · p′′.

Using p′ = Jn, p′′ = κn, and J∇v = (∂nv)Jn yields the formula. �
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The elementary relation |D2v|2 = (∆v)2−2 detD2v and the lemma imply
that the functionals I defined on ω and Im defined on polygonal domains
ωm can be represented via

(2) I(v) =
1

2

∫
ω
|∆v|2 dx+

1− σ
2

∫
∂ω
κ(∂nv)2 dx

for v ∈ H2(ω) ∩H1
0 (ω) and

(3) Im(v) =
1

2

∫
ωm

|∆v|2 dx

for v ∈ H2(ωm) ∩ H1
0 (ωm) and polygonal domains ωm. To establish the

failure of convergence of the functionals Im and the correct convergence of

the modified functionals Ĩm, we use the framework of Γ-convergence, cf. [2].

Definition 2.3 (Γ-convergence). The sequence of functionals Im : L2(ω)→
R ∪ {+∞} is Γ-convergent to I : L2(ω)→ R ∪ {+∞} with respect to strong
convergence in L2(ω) if the following conditions hold:
(i) If vm → v in L2(ω) then we have I(v) ≤ lim infm→∞ Im(vm).
(ii) For every v ∈ L2(ω) there exists a sequence (vm)m≥0 with vm → v and
I(v) = limm→∞ Im(vm).

If the sequence of functionals Im is uniformly coercive, then it follows
directly that (almost) minimizers for Im converge to minimizers for I.

2.2. Finite element spaces. The finite element spaces considered below
are defined on regular triangulations Th consisting of triangles whose unions
define bounded polygonal domains ωh. The index h > 0 indicates a maximal
mesh size that is assumed to converge to zero in a sequence (Th)h>0. We
further assume that the triangulations are uniformly shape regular, i.e., that
the ratios of diameters and inner radii are uniformly bounded. Typical finite
element spaces are subspaces of spline spaces

S`,k(Th) =
{
vh ∈ Ck(ωh) : vh|T ∈ P`(T )

}
,

where P`(T ) denotes the space of polynomials of total degree at most ` on
T . If k = 0 then this superscript is omitted. An important space is the P1
finite element space with vanishing traces

S10 (Th) = S1(Th) ∩H1
0 (ωh).

We let Nh denote the set of vertices in Th and note that a function vh ∈
S1(Th) satisfies vh|∂ωh

= 0 if and only if vh(z) = 0 for all z ∈ Nh∩∂ωh. The
set of sides of elements in Th is denoted by Sh. We impose the following
canonical conditions that relate the triangulations Th to the domain ω:

(T1) The boundary vertices of the triangulation Th belong to the bound-
ary of ω, i.e., Nh ∩ ∂ωh ⊂ ∂ω.

(T2) The corner points c0, c1, · · · , c` of ω belong to the set of vertices, i.e.,
c0, c1, . . . , c` ⊂ Nh.
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With the nodal basis (ϕz)z∈Nh
of S1(Th) the nodal interpolation operator

Ip1h : C(ωh)→ S1(Th) is defined via

Ip1h v =
∑
z∈Nh

v(z)ϕz.

Note that if v ∈ H3(ω) ∩H1
0 (ω) then we have that

Ip1h (v|ωh
) ∈ S10 (Th).

For all v ∈ H2(ωh) we have the interpolation estimate

‖v − Ip1h v‖H1(ωh) ≤ cIh‖D
2v‖L2(ωh)

with a constant cI that remains bounded as h→ 0. A node averaging oper-
ator J av

h : Lk(Th)→ S10 (Th) defined on the space of elementwise polynomial
functions of degree at most k is defined via the nodal values vz = 0 for
z ∈ Nh ∩ ∂ωh and

vz =
1

nz

∑
T :z∈T

vh|T (z)

for inner nodes z ∈ Nh \ ∂ωh and the number nz of elements containing z.
The jumps of vh are for sides S ∈ Sh defined by

JvhK(x) =

{
vh(x) if S ⊂ ∂ωh,
limε→0 vh(x+ εnS)− vh(x− εnS) if S 6⊂ ∂ωh,

with fixed unit normal vectors nS , S ∈ Sh. We then have that

‖vh − J av
h vh‖2L2(ωh)

≤ ckh2
∑
S∈Sh

h−1S ‖JvhK‖
2
L2(S),

cf., e.g., [15]. Averages of discontinuous functions vh are on sides S ∈ Sh
defined via

{vh}(x) =

{
vh(x) if S ⊂ ∂ωh,
limε→0

(
vh(x+ εnS) + vh(x− εnS)

)
/2 if S 6⊂ ∂ωh.

We make repeated use of inverse estimates, e.g.,

‖∇wh‖L2(T ) ≤ cinvh−1T ‖wh‖L2(T )

for a polynomial function wh of bounded degree on an element T ∈ Th with
diameter hT > 0. A scaled trace inequality asserts that for a side S ∈ Sh
and an adjacent element TS ∈ Th we have

c−1tr ‖w‖2L2(S) ≤ h
−1
TS
‖w‖2L2(TS)

+ hTS‖∇w‖
2
L2(TS)

for all w ∈ H1(T ). For polynomial functions the second term on the right-
hand side can be omitted at the expense of a larger constant ctr.
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3. Abstract results

We restrict to the most relevant cases 0 ≤ σ < 1 and consider the plate
bending problem defined by the energy functional

I(v) =
σ

2

∫
ω
|∆v|2 dx+

1− σ
2

∫
ω
|D2v|2 dx

on the space V = H2(ω) ∩ H1
0 (ω). For a sequence of convex subdomains

ωh ⊂ ω and function spaces Vh ⊂ L2(ωh) the approximating problems are
defined via the functionals

Ih(vh) =
σ

2

∫
ωh

|∆hvh|2 dx+
1− σ

2

∫
ωh

|D2
hvh|2 dx,

with a linear operator D2
h : Vh → L2(ωh) that approximates the Hessian in

a sense specified below. The discrete Laplace operator ∆h is assumed to be
given by the trace of D2

h. We assign the value +∞ to the functionals I and
Ih for functions in L2(ω) not belonging to V and Vh, respectively. We always
extend functions and derivatives defined in ωh trivially to functions defined
in ω and impose the following conditions on the approximating problems:

(S1) Uniform H1
0 -coercivity: There exists a family of operators Jh : Vh →

H1
0 (ωh) such that if Ih(vh) is bounded then Jhvh is bounded inH1

0 (ω)
and vh − Jhvh → 0 in L2(ω).

(S2) Stability of D2
h: If vh ⇀ v in L2(ω) and D2

hvh ⇀ ψ in L2(ω) then we
have that v ∈ H2(ω) with D2v = ψ.

(S3) Interpolation in Vh: There exist linear operators Ih : H3(ω)∩H1
0 (ω)→

Vh with D2
hIhv → D2v in L2(ω) for every v ∈ H3(ω) ∩H1

0 (ω).

Proposition 3.1 (Sufficient conditions). Assume that conditions (S1)-(S3)
are satisfied. We then have that Ih → I as h→ 0 in the sense of Γ conver-
gence with respect to strong convergence in L2(ω).

Proof. (i) We first establish the lim-inf inequality. For this, let (vh)h>0 ⊂
L2(ω) be a sequence of functions vh ∈ Vh with vh → v and, without loss of
generality, Ih(vh) ≤ c. By (S1) we then have, after extension by zero, that
(Jhvh)h>0, and (D2

hvh)h>0 are bounded sequences in H1
0 (ω) and L2(ω) with

weak limits v ∈ H1
0 (ω), and ψ ∈ L2(ω;R2×2) for a suitable subsequence. The

assumed consistency properties in (S1) and (S2) yield that ψ = D2v and
vh → v. In particular, we have that v ∈ V , and by weak lower semicontinuity
of quadratic functionals we find that

I(v) ≤ lim inf
h→0

Ih(vh).

(ii) To verify a lim-sup inequality we choose v ∈ V . By density of functions
belonging to V ∩H3(ω) in the set V stated in Theorem 2.1 and continuity
of I, we may assume that v ∈ H3(ω). Condition (S3) then guarantees that
for vh = Ihv ∈ Vh we have D2

hvh → D2v in L2(ω) and hence Ih(vh)→ I(v)
as h→ 0. �
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Remarks 3.2. (i) If Vh ⊂ C(ωh) then one may choose the P1 nodal in-

terpolation operator Ip1h : C(ωh) → S10 (Th) in condition (S1) provided that
vh(z) = 0 for every vh ∈ Vh and z ∈ Nh ∩ ∂ω. For discontinuous methods
node averaging or quasiinterpolation operators can be employed. The coer-
civity is then a discrete version of the Poincaré estimate (1).
(ii) Condition (S2) is independent of boundary approximations and can be
checked in subdomains compactly contained in ω.
(iii) The interpolation condition (S3) requires the discrete boundary con-
dition to be compatible with the interpolation of restricted functions v|ωh

whenever v ∈ H3(ω) ∩H1
0 (ω). In particular, conditions vh(z) = 0 can only

be imposed at vertices z ∈ Nh belonging to the boundary of ω and not, e.g.,
at midpoints of edges.
(iv) Our approach of imposing the boundary condition only in the corner
points of ωh coincides with the methods devised in [19]. One may incorpo-
rate conditions ∇uh(ci) · ti = 0 with the exact tangents ti in corner points
ci, i = 0, 1, . . . , nm, as devised in [22] to improve the accuracy, although this
may lead to difficulties in guaranteeing stability of the discrete problems.

For discontinuous Galerkin methods the discretization of the functional I
typically involves stabilizing terms defined by positive semidefinite bilinear
forms sh : Vh × Vh → R. The discrete funtionals are then given by

Ih,stab(vh) = Ih(vh) +
1

2
sh(vh, vh).

In this case an additional condition is needed:

(S4) Stabilization: For every v ∈ H3(ω) ∩H1
0 (ω) and the sequence vh =

Ihv with Ih from (S3) we have sh(vh, vh)→ 0 as h→ 0.

Proposition 3.3 (Stabilization). Assume that conditions (S1)-(S4) are sat-
isfied. We then have that Ih,stab → I as h→ 0 in the sense of Γ convergence
with respect to strong convergence in L2(ω).

Proof. Since sh(vh, vh) ≥ 0 the first part of the proof of Proposition 3.1
remains valid. The second part also holds by noting that condition (S4)
applies to the sequence used in the proof. �

Fully conforming methods fail to converge so that an inconsistency in
the approximation of the differential operator or the boundary conditions is
necessary.

Proposition 3.4 (Necessary condition). Assume that ∂ω contains a curved
part, that Vh ⊂ H2(ωh) ∩ H1

0 (ωh), and D2
h = D2 for all h > 0. Then the

functionals Ih, h > 0, are not Γ-convergent to I as h→ 0.

Proof. Assume that Ih(vh) → I(v) for some v ∈ V and a sequence (vh)h>0

with vh ∈ Vh and vh → v. Since Ih is quadratic in D2vh, it then follows
that D2vh → D2v and ∆vh → ∆v in L2(ω). This however contradicts the
convergence of the representations (3) of Ih to the representation (2) of I
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with boundary integral terms provided by Lemma 2.2 unless the boundary
of ω is piecewise straight or ∂nv = 0 on ∂ω. �

The assumed convexity condition on ω simplifies certain arguments but
can be avoided.

Remark 3.5. If ω is not convex then by choosing a sufficiently large domain
ω̂ that contains the approximating domains ωh one establishes convergence
in H1

0 (ω̂) and shows that limitting functions are supported in ω.

4. Numerical methods

We apply the abstract results of the previous section to prototypical finite
element methods for fourth order problems. Throughout this section we
assume that the conditions (T1)-(T2) on the triangulations are satisfied.
We always extend functionals by the value +∞ to the entire set L2(ω).

4.1. A conforming method. For a triangle T ∈ Th with vertices z0, z1, z2
the Argyris element is given as the triple (T, P5(T ),KT ) with the set of node
functionals KT containing the functionals χi,α(v) = ∂αv(zi) for i = 0, 1, 2,
α ∈ N2

0 with α1 +α2 ≤ 2, and χi,n = ∇v(xSi) · nSi associated with the sides
Si, i = 0, 1, 2, of T with midpoints xSi and outer normals nSi . The element
is illustrated in Figure 3 and leads to the space

S5,1(Th) = {vh ∈ C1(ωh) : vh|T ∈ P5(T ) for all T ∈ Th}.
For subspaces Vh of S5,1(Th) containing boundary conditions we consider
the minimization of

Iargh (vh) =
σ

2

∫
ωh

|∆vh|2 dx+
1− σ

2

∫
ωh

|D2vh|2 dx

in the set of functions vh ∈ Vh.

Proposition 4.1 (Failure of convergence). Let V arg,o
h = H1

0 (ωh) ∩ S5,1(Th)
and assume that ∂ω contains a curved part. Then the functionals Iargh :
V arg,o
h → R are not Γ-convergent to the functional I.

Proof. The result is a direct consequence of Proposition 3.4. �

Reducing the discrete boundary condition to the vertices on the boundary
leads to correct convergence.

Proposition 4.2 (Correct convergence). Let

V arg
h =

{
vh ∈ S5,1(Th) : vh(z) = 0 for all z ∈ Nh ∩ ∂ωh

}
.

Then the functionals Iargh : V arg
h → R are Γ-convergent to I as h→ 0.

Proof. We verify the conditions of Proposition 3.1 to deduce the result.
(i) Given vh ∈ V arg

h , we have that Ip1h vh ∈ S
1
0 (Th) so that an integration by

parts leads to

‖∇Ip1h vh‖
2 = −

∫
ωh

Ip1h vh∆vh dx+

∫
ωh

∇Ip1h vh · ∇(Ip1h vh − vh) dx.
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A Poincaré inequality and a nodal interpolation estimate imply that

‖∇Ip1h vh‖ . ‖∆vh‖+ h‖D2vh‖,

which guarantees the uniform coercivity property (S1).
(ii) Since D2

h = D2 the stability requirement (S2) of the discrete Hessian is
trivially satisfied.
(iii) A modification of the canonical interpolation operator Iargh : H4(ω) →
S5,1(Th) defined by the node functionals is required to interpolate functions
in H3(ω). Given v ∈ H3(ω) ∩H1

0 (ω) we determine polynomials pT ∈ P5(T )
via the conditions χi,α(pT − v) = 0, if |α| ≤ 1, and χi,n(pT − v) = 0, and

χ̃i,α(pT ) =
1

|ωzi |

∫
ωzi

∂αv dx,

if |α| = 2 and for i = 0, 1, 2, where ωzi is the union of elements in Th that

contain z. The modified interpolant Ĩargh v ∈ Vh of v is then defined via

(Ĩargh v)|T = pT for all T ∈ Th. Owing to v|∂ω = 0 we have that vh(z) = 0 for

all z ∈ Nh∩∂ωh, so that Ĩargh v ∈ V arg
h . Since Ĩargh reproduces quadratic func-

tions, an interpolation estimate follows from the Bramble–Hilbert lemma,
which implies condition (S3). �

S5,1 ∇h
S2S3,dkt

Figure 3. Schematical description of the Argyris element
(left) and the discrete Kirchhoff triangle with cubic and qua-
dratic polynomial spaces (right).

4.2. A nonconforming element. The discrete Kirchhoff triangle uses C0

conforming scalar and vectorial spaces S3,dkt(Th) ⊂ H1(ωh) and S2(Th)2 ⊂
H1(ωh;R2), respectively, and a discrete gradient operator

∇h : S3,dkt(Th)→ S2(Th)2,

cf. Figure 3, that approximates the weak gradient. With this, we define the
operators D2

hvh = ∇∇hvh and ∆hvh = div∇hvh for vh ∈ S3,dkt(Th) and the
discrete functionals

Idkth (vh) =
σ

2

∫
ωh

|∆hvh|2 dx+
1− σ

2

∫
ωh

|D2
hvh|2 dx,

defined for vh ∈ V dkt
h with

V dkt
h =

{
vh ∈ S3,dkt(Th) : vh(z) = 0 for all z ∈ Nh ∩ ∂ωh

}
.
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Letting ∇T and D2
T denote the elementwise application of the gradient and

the Hessian, we have the equivalence of the seminorms ‖D2
T vh‖ and ‖D2

hvh‖,
and for all vh ∈ S3,dkt(Th) and v ∈ H3(ω) the estimates, cf. [9, 6],

‖∇hI3,dkth v −∇v‖+ h‖D2
hI

3,dkt
h v −D2v‖ . h2‖D3v‖,
‖∇hvh −∇vh‖ . h‖D2

T vh‖.
The following proposition shows that imposing the boundary condition only
in the boundary nodes is sufficient to avoid incorrect convergence.

Proposition 4.3 (Correct convergence). Let

V dkt
h =

{
vh ∈ S3,dkt(Th) : vh(z) = 0 for all z ∈ Nh ∩ ∂ω

}
.

Then the functionals Idkth restricted to V dkt
h are Γ-convergent to I.

Proof. We verify the conditions of Proposition 3.1 to deduce the result.
(i) As in the proof of Proposition 4.2 we find that

‖∇Ip1h vh‖
2 = −

∫
ωh

Ip1h vh ·∆hvh dx+

∫
ωh

∇Ip1h vh · (∇I
p1
h vh −∇hvh) dx,

which implies the condition (S1) after application of a Poincaré inequality,
i.e.,

‖∇Ip1h vh‖ . ‖∆hvh‖+ h‖D2
T vh‖.

(ii) Let (vh)h>0 be a sequence of functions vh ∈ Vh with vh → v in L2(ω) as
h → 0. For every compactly supported function φ ∈ C∞0 (ω;R2×2) we then
find with the approximation properties of ∇h that∫

ω
D2
hvh : φ dx = −

∫
ω
∇hvh ·Div φ dx→ −

∫
ω
∇v ·Div φ dx

as h → 0, and hence v ∈ H2(ω) with D2v = limh→0D
2
hvh, which provides

condition (S2).
(iii) The canonical nodal interpolation operator Idkth : H2(ωh)→ S3,dkt(Th)

defined by Idkth v(z) = v(z) and ∇Idkth v(z) = ∇v(z) has the features needed
to guarantee (S3). �

Remark 4.4. By following the arguments of this subsection, convergence of
discretizations based on the Morley element can be established, cf., e.g., [20].

4.3. A dG method. We consider a simple discontinuous Galerkin method
that does not fit exactly into the general framework provided by Proposi-
tion 3.1 but the convergence analysis only requires minor modifications. The
method uses the space

V dg
h = L`(Th)

of elementwise polynomials of degree at most ` ≥ 0 and the functionals

Idgh (vh) =
1

2
ah(vh, vh) +

1

2
sh(vh, vh).

Here, ah encodes a discretization of the weak form of the differential operator
defined by I and sh are stabilizing bilinear forms. For simplicity, we consider
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the case σ = 0 so that the elastic energy is a multiple of the integral of the
squared norm of the Hessian. In the following and in contrast to the previous
subsection, the symbols

∇h, D2
h, ∆h

denote here the elementwise application of the indicated differential oper-
ators. A bilinear form resulting from an elementwise integration by parts
and a consistent symmetrization is given by

ah(vh, wh) = (D2
hvh, D

2
hwh)

+ ({∂n∇hvh}, J∇hwhK)∪Sh\∂ωh
+ ({∂n∇hwh}, J∇hvhK)∪Sh\∂ωh

− ({∂n∆hvh}, JwhK)∪Sh − ({∂n∆hwh}, JvhK)∪Sh .

With factors γ0, γ1 > 0 and the length function hS |S = hS of sides, the
stabilizing bilinear form is given by

sh(vh, wh) = γ0(h
−3
S JvhK, JwhK)∪Sh

+ γ1(h
−1
S J∇hvhK, J∇hwhK)∪Sh\∂ωh

.

The convergence analysis of the functionals makes repeated use of the scaled

trace inequality in the form ‖h1/2S vh‖L2(∪Sh) . ‖vh‖ for every vh ∈ V dg
h .

Equicoercivity in H1
0 (ω). We define the discrete norm

‖vh‖2dg = ‖D2
hvh‖2 + sh(vh, vh)

and note that with trace inequalities and inverse estimates one obtains for
γ0, γ1 > 0 sufficiently large that there exists α > 0 with

ah(vh, vh) ≥ α‖vh‖2dg.

Given vh ∈ V dg
h we consider J av

h vh ∈ H1
0 (ωh) and note via elementwise

integration by parts, Hölder, Poincaré, and trace inequalities, that

‖∇J av
h vh‖2 =

∫
ωh

∇hvh · ∇J av
h vh dx+

∫
ωh

∇h(J av
h vh − vh) · ∇J av

h vh dx

.
(
‖∆vh‖+ ‖h−1/2S [∇hvh]‖∪Sh + ‖∇h(J av

h vh − vh)‖
)
‖∇J av

h vh‖.
Incorporating the estimate for the node averaging operator, we deduce that

‖∇J av
h vh‖ . ‖∆vh‖+ ‖h−1/2S J∇hvhK‖∪Sh + ‖h−1/2S JvhK‖ . ‖vh‖dg.

This establishes the uniform coercivity in H1
0 (ω).

Interpolation and stabilization in Vh. Given a function v ∈ H3(ω)∩H1
0 (ω)

we consider the quadratic Lagrange interpolant vh = I2,0h v ∈ V dg
h ∩ C(ωh),

assuming that Vh contains quadratic polynomials, i.e., ` ≥ 2. For every
T ∈ Th we have for r = 0, 1, 2 that

‖Dr(vh − v)‖L2(T ) . h
3−r
T ‖D3v‖L2(T ).

In combination with the trace inequality one obtains that

‖h−1/2S J∇hvhK‖L2(Sh\∂ωh) = ‖h−1/2S J∇h(vh − v)K‖L2(Sh\∂ωh) . h‖D
3v‖.
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On inner sides we have JvhK = 0 while for the union of boundary sides
S ⊂ ∂ωh we have

‖JvhK‖L2(∂ωh) . ‖v‖L∞(∂ωh) . h
2‖∇v‖L∞(ω),

where we used that v|∂ω = 0 and for every x ∈ S there exists x′ ∈ ∂ω with
|x− x′| ≤ ch2. Finally, we note that

(J∂n∇hvhK, J∇hvhK)S ≤ ‖D2
hvh‖S‖J∇hvhK‖S

. h−1/2S ‖D2
hvh‖L2(TS)h

3/2
S ‖D

3v‖L2(TS)

. hS‖D3v‖L2(TS)‖D
2
hvh‖L2(TS).

Altogether, sums of squared terms related to sides in ah vanish as h → 0,
we have sh(vh, vh)→ 0, and in particular for h→ 0 that

Idgh (vh)→ I(v).

Hessian stability. To establish a liminf inequality, we follow the arguments
of [8]. Therein, a discrete Hessian matrix Hh(vh) is constructed for every
vh ∈ Vh via a lifting operation, which satisfies the relation

(Hh(vh), D2
hwh) = (D2

hvh, D
2
hwh)

− (J∇hvhK, {∂n∇hwh})∪Sh + (JvhK, {∂n∆hwh})∪Sh ,

and obeys the inequality

‖Hh(vh)‖ ≤ ah(vh, vh).

Moreover, if (vh)h>0 is a sequence of functions vh ∈ Vh such that ah(vh, vh)
is uniformly bounded and vh → v in L2(ω), then there exists v ∈ H2(ω)
with

(Hh(vh), φ)→ (D2v, φ)

for all φ ∈ C∞0 (ω;R2×2). This convergence is established in [8] for a fixed
domain that is accurately triangulated. However, since test functions are
compactly supported the result carries over to the case of approximated
domains.

The equicoercivity in H1
0 (ω), the interpolation property, and the Hessian

consistency imply the following Γ convergence result.

Proposition 4.5 (Correct convergence). Let V dg
h contain the set of elemen-

twise quadratic, globally continuous polynomials, and assume that γ0, γ1 > 0

are sufficiently large. Then the functionals Idgh : V dg
h → R are Γ-convergent

to I.

Remark 4.6. Local discontinuous Galerkin methods as discussed in [7] re-
place the Hessian in the functional I by the approximation Hh and thereby
fit into the abstract framework of Proposition 3.1 for arbitrary choices of the
parameters γ0, γ1 > 0.
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5. Numerical experiments

We verify the theoretical results via numerical experiments for the set-
ting considered in [4]. All experiments were carried out using elementary
realizations in Matlab as in [6, 5].

Example 5.1 (Simple support on unit disk). Let ω = B1(0) and f = 1.
Then the minimizer u ∈ V = H2(ω) ∩ H1

0 (ω) for the functional I satisfies
∆2u = f , u = ∆u− (1− σ)∂nu = 0 and is given by

u(x) =
(5 + σ)− (6 + 2σ)|x|2 + (1 + σ)|x|4

64(1 + σ)
.

The solution obtained as a limit of an operator splitting on polygonal do-
mains solves ∆2u∞ = f and u∞ = ∆u∞ = 0 in ∂ω and is given by

u∞(x) =
3

64
− 1

16
|x|2 +

1

64
|x|4.

We always set σ = 0.

We test the methods analyzed above on triangulations that are obtained
via uniform refinements of triangulations of a square via the correction
z 7→

√
2|z|∞z/|z|2, cf. Figure 4. Corresponding nodal interpolants of the

functions u and u∞ are shown in Figure 1.

Figure 4. Triangulations obtained from refinements and
subsequent corrections of triangulations of a square.

5.1. Conforming method. Figure 5 shows finite element solutions using
the Argyris element for a full realization of the boundary conditions as well
as their reduced, nodal treatment as introduced in Section 4.1. We see that
the maximal values at the center of the disk differ substantially and only the
reduced treatment of the boundary conditions leads to correct approxima-
tions. The effect of the reduced treatment is visualized in Figure 6, where
we observe that small arcs form along boundary sides that provide the right
flexibility for the approximations to attain the correct maximal values.

5.2. Nonconforming method. Approximating the solution of the model
problem using the discrete Kirchhoff element as in Section 4.2 leads to the
approximation shown in the left plot of Figure 7. The numerical solution
accurately approximates the exact solution.
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Figure 5. Finite element approximations obtained with
the Argyris element and a full (left) and reduced (right) re-
alization of the simple support boundary conditions.

Figure 6. Coarse finite element approximations obtained
with the Argyris element and simple support boundary con-
ditions imposed in the corner points.

5.3. DG method. The discontinuous Galerkin method analyzed in Sec-
tion 4.3 with parameters γ0 = γ1 = 10 provides the numerical solution
shown in the right plot of Figure 7. As in the case of the nonconforming ap-
proximation, the maximal value accurately approximates the maximal value
of the exact solution.

Figure 7. Finite element approximations obtained with
the discrete Kirchhoff element (left) and a discontinuous
Galerkin method (right).

5.4. Convergence rates. The plots shown in Figures 8 and 9 display the
convergence behavior of the errors in approximating the midpoint value u(0)
and with respect to discrete H2 norms, i.e., the error quantities

δmp
h = |uh(0)− u(0)|, δH

2

h = ‖uh − Ihu‖ah ,
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where ah is the discrete bilinear form defined by the different numerical
methods and Ih is the corresponding nodal interpolant. We observe from
Figure 8 that the approximations obtained with the Argyris method and
reduced boundary condition (Argyris, nodal support), with the discrete
Kirchhoff method (DKT), and discontinuous Galerkin methods with qua-
dratic polynomials and linear (DG, P1 boundary) as well as isoparametric
quadratic (DG, P2 boundary) approximations of the domain boundary pro-
vide highly accurate approximations of the exact value u(0) = 5/64. A
P1 implementation of the operator splitting approach leads to the expected
approximation of the incorrect value u∞(0) = 3/64. The Argyris element
with simple support boundary along the entire boundary (Argyris, full sup-
port) indicates convergence to another, lower and incorrect, value. A critical
conditioning of the system matrix defined by the Argyris element leads to
spurious values for fine meshes.

10−210−1100

0.00

0.10

0.20

u
h
(0

)

DG, P2 boundary
DG, P1 boundary
Argyris, nodal support
Argyris, full support
DKT
Operator splitting
5/64 (correct)
3/64 (incorrect)

Figure 8. Midpoint values for different numerical methods
and mesh sizes in Example 5.1. The Argyris method with
simple support condition on the entire boundary and the
operator splitting approach lead to incorrect approximations.

The convergence behavior of the H2 errors shown in Figure 9 confirms
that not only the midpoint values are correctly approximated but conver-
gence to the exact solution takes place for the Argyris method with nodal
boundary condition, the discrete Kirchhoff element, as well as for the affine
and isoparametric variants of the quadratic discontinuous Galerkin meth-
ods. While all methods lead to positive convergence rates, the nonconform-
ing method leads to a quadratic experimental convergence rate despite the
involved domain approximations.
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10−210−1100
10−6

10−5

10−4

10−3

10−2

10−1

100

1

2

1
1

||I
h
u
−

u
h
|| a

h

DG, P2 boundary
DG, P1 boundary
Argyris, nodal support
DKT

Figure 9. Experimental convergence behavior for the Ar-
gyris method with boundary conditions imposed at the cor-
ner points, the discrete Kirchhoff method, and quadratic dis-
continuous Galerkin methods.
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