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Abstract

We propose a numerical method for fluid deformable surfaces governed by surface Stokes

flow and Helfrich bending energy under active growth, aiming to model shape evolution

of the epithelium in developmental processes. To prevent self-intersections, which com-

monly arise under large deformations or low enclosed volume to area ratios, we incorporate

the nonlocal tangent-point energy to penalize non-embedded configurations. The resulting

formulation is discretized using higher order surface finite elements, with a parallelizable

assembly strategy for the nonlocal terms. To tailor mesh quality to the geometric evolution,

we propose a curvature-adaptive mesh redistribution strategy that improves mesh resolu-

tion in regions of high curvature. Numerical examples include the discocyte-to-stomatocyte

transition and the inversion of a sphere within a spherical confinement. Both demonstrate

the robustness of the method in capturing large deformations, self-avoidance, symmetry-

breaking and growth-induced morphology changes.

Keywords: fluid deformable surfaces, tangent-point energy, curvature-adaptive mesh redistribution,

surface finite element method

1. INTRODUCTION

Fluid deformable surfaces are ubiquitous interfaces in biological systems, playing

an essential role in processes from the subcellular to the tissue scale. A prominent

example on the larger scale is the epithelium, whose dynamic behavior underlies key

developmental processes. Notably, morphogenetic events such as gastrulation can

be associated with epithelium folding [18]. From a mechanical point of view, fluid
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deformable surfaces are soft materials exhibiting a solid–fluid duality: while they

store elastic energy when stretched or bent, like solid shells, they cannot do so under

in-plane shear, a situation under which they flow as two-dimensional, viscous fluids.

For an example of fluid-like tissues in embryonic morphogenesis see [43]. A common

modeling approach for fluid deformable surfaces [4, 6, 32, 67, 72] is based on the

combination of the classical bending model of Helfrich [31] and the modeling of the

hydrodynamics of fluid films of Scriven [60]. Omitting inertial effects, the resulting

relations correspond to the force and torque balance equations and the constitutive

laws postulated in [56] as well as the thin-film limit of the corresponding bulk model

equations in [47]. The equations are characterized by a tight coupling between tan-

gential flows and shape changes in the presence of curvature. Any shape change

contributes to strains and so must be accompanied by a tangential flow and vice

versa, tangential flows on curved surfaces induce shape deformations. This coupling

makes curvature a natural element of the governing equations of fluid deformable

surfaces, not only with respect to the equilibrium shape but also the dynamics. It

thus provides one essential step towards the simulation of developmental processes

in biology [1].

Several numerical approaches have been proposed to solve models for fluid de-

formable surfaces. Most studies are restricted to an axisymmetric setting [4, 42, 50]

or other constraints, e.g. simply connected surfaces [67]. For numerical approaches

without these restrictions we refer to [27, 46, 55, 76]. Analytical results have been ob-

tained for the full set of equations [71], for the Navier-Stokes(-Cahn-Hilliard) model

on prescribed evolving surfaces [24], for the Navier-Stokes model on stationary sur-

faces [53] and if surface hydrodynamics is neglected for the corresponding Willmore

flow, e.g. [41, 62] and the references therein. Numerical analysis results going be-

yond results on stability [27] so far only exist for special cases, e.g. Stokes flow on

stationary surfaces [30, 54] and Willmore flow, see [10, 21] among others. Building
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on these results, numerical algorithms for model extensions have been considered.

These include constraints on the enclosed volume [39], surface two-phase flow prob-

lems [6, 64], and active geometric forces are considered in [51]. Higher order bending

terms are the subject of [63] and dynamic responds to area and volume changes

has been addressed in [40]. All of them permit self-intersections even though fluid

deformable surfaces cannot pass through themselves.

While unlikely or even impossible to occur if the ratio of enclosed volume to sur-

face area is close to a sphere, already for a reduced volume Vr < 0.5 (which considers

this ratio, see Section 2A or [61] for a definition), the local minimizers of the Helfrich

energy along the oblate branch show self-intersections [61]. Therefore, by considering

the dynamics in such situations – like the already mentioned developmental process

of gastrulation [28] – self-intersections are likely to occur in the proposed models

and algorithms. To avoid them, the evolution must be constrained to remain within

the space of embedded surfaces. One way to realize this is to include an energy that

avoids non-embedded surfaces such as the tangent-point energy, originally proposed

for knots by [16] and analyzed for elastic curves and shells in [15, 65, 66], among oth-

ers. This energy is infinite for surfaces which are only immersed but not embedded,

such that dynamics obeying some energy balance never lead to self-intersections.

Due to the non-locality of the resulting term in the equations the computational

effort increases significantly. Only recently progress has been made to reduce this

effort [13, 58, 74, 75]. We follow some of these ideas and adapt them to avoid self-

intersections in numerical solutions of models for fluid deformable surfaces. The

numerical approach uses surface finite element methods (SFEM) [22, 45], which also

requires to deal with the mesh quality of the evolving surface. The challenges are

similar to classical geometric flows and established smoothing heuristics, which in-

corporate appropriate tangential mesh movements, such as the BGN approach [11],

can, in principle, be applied. However, due to the coupling with surface hydrody-
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namics, shape evolutions happen more rapidly and the additional terms related to

surface growth and self-avoidance lead to more complex shapes, in particular shapes

with strongly varying curvature. This increases the challenge and requires surface

meshes which are not just regular, but adaptive to curvature. We therefore propose

a modified version of the BGN approach, which adjusts the mesh to equidistribute

the surface curvature and yields better results for the considered examples.

The paper is structured as follows: In Section 2, we introduce the notation and

the mathematical model for fluid deformable surfaces and focus on self-avoidance,

confinement, and active growth. The last two aspects reflect the current understand-

ing that epithelial tissues fold via buckling induced by cell proliferation in confined

geometries [69]. In Section 3, we describe a SFEM approach to solve the problem.

Details are provided for the parallelized treatment of the tangent-point energy and

the considered curvature-adaptive mesh redistribution strategy. Section 4 presents

computational results which demonstrate the effectiveness of the numerical approach.

Finally, in Section 5, we discuss the results and draw conclusions.

2. MODELING

A. Notation

We use a similar notation as in [6] which is here repeated for convenience. We

consider a time dependent smooth and oriented surface S = S(t) without boundary,

embedded in R3 and given via a parametrization X : M → S on some base manifold

M. The enclosed volume is denoted by Ω = Ω(t). We define the reduced volume as

the scaled quotient of the enclosed volume and the surface area Vr = 6
√
π|Ω|/|S|3/2 ∈

(0, 1], such that for a sphere Vr = 1, see [61]. We denote by ν the outward pointing

surface normal, the surface projection is P = Id−ν⊗ν, with Id the identity matrix,
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the shape operator is B = −∇C ν, the mean curvature H = trB, and the Gaussian

curvature K = 1
2
(H2 − ∥B∥2). We consider time-dependent Euclidean-based n-

tensor fields in TnR3|S . We call T0R3|S = T0S the space of scalar fields, T1R3|S =

TR3|S the space of vector fields, and T2R3|S the space of 2-tensor fields. Important

subtensor fields are tangential n-tensor fields in TnS ≤ TnR3|S . Let p ∈ T0S (surface

pressure) be a continuously differentiable scalar field, u ∈ TR3|S (surface velocity)

a continuously differentiable R3-vector field, and σ ∈ TR3|S ⊗ TS (surface rate

of deformation tensor) a continuously differentiable R3×3-tensor field defined on S.

We define the (componentwise) surface gradient by ∇C p = ∇peP , ∇C u = ∇ueP

and ∇C σ = ∇σeP , where pe, ue and σe are arbitrary smooth extensions of p, u

and σ in the normal direction and ∇ is the gradient of the embedding space R3.

The traces of those operators give rise to one notion of divergence operators, which

for a vector field u and a 2-tensor field σ are DivC u = tr(∇C u) and DivC σ =

tr(2,3)(∇C σ), where tr is the trace operator. However, those divergences are not the

adjoints of the gradients, which we will denote by divC = −∇C
∗. The relations to

the covariant derivative ∇S and the covariant divergence divS on S, read ∇C p = ∇Sp

and DivC u = divS(Pu)− (u · ν)H, in contrast to divC u = divS(Pu), respectively.

Lastly we can define the componentwise Laplace operator ∆C = divC ◦∇C, which

agrees with the Laplace-Beltrami operator ∆S = divS ◦∇S only for scalar fields,

to write the (2, 3)-contracted Gauss-Weingarten equations as Hν = ∆C X with a

common abuse of notation.
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B. A self-avoiding Stokes-Helfrich model with active growth

1. Model formulation

Following the model derivations in [4, 6, 67], among others, we consider the Stokes-

Helfrich model for fluid deformable surfaces.

Problem 1 (Stokes-Helfrich model for fluid deformable surfaces). At each time t

given a parametrization X, find u ∈ H1(S)3, p ∈ H1(S), λ ∈ R, such that

1

Be
(∆S H +H(∥B∥2 − 1

2
H2))ν +∇Sp+ pHν + λν =

1

Re
DivC σ − γu (2.1)

DivC u = 0 (2.2)∫
S
u · ν dS = 0, (2.3)

where σ = 1
2

(
P ∇C u+ (P ∇C u)T

)
.

Here the first equation describes the balance of viscous and bending forces in

the regime of low Reynolds numbers, with the constraints for local inextensibility

and conservation of the enclosed volume included as Lagrange-multipliers p and λ

as prescribed by the second and third equations, respectively. Thereby Be is the

bending capillary number, Re the Reynolds number and γ the friction coefficient.

This model describes the dynamics of fluid deformable surfaces as long as the ratio

between enclosed volume and surface area is large enough and variations of it have

been considered numerically in [39, 46, 51, 63, 64, 67, 76].

In this paper, we extend this model into two directions. First, we add a reg-

ularizing energy contribution, that penalizes self-penetration. Second, we use this

new capability to consider evolution under confinement and active surface growth.

To treat confinement we penalize near contact with a confining surface and active

growth is considered similar to [40], but on a much larger scale, aiming to trigger not
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just wrinkling but to model dynamics driven by strong changes in enclosed volume

and surface area. Effectively, these extensions simply result in new right hand sides

for each of the equations in Problem 1.

Problem 2 (Self-avoiding Stokes-Helfrich model for fluid deformable surfaces with

active growth). At each time t given a parametrization X, find u ∈ H1(S)3, p ∈

H1(S), λ ∈ R, such that

1

Be
(∆S H +H(∥B∥2 − 1

2
H2))ν +∇Sp+ pHν + λν =

1

Re
DivC σ − γu− δΦ + δΦconf

δX

(2.4)

DivC u = δA (2.5)∫
S
u · ν dS = δV , (2.6)

where the actions of the repulsive forces on some vector field are given by δΦ
δX

and

δΦconf

δX
, see below, and δA and δV denote the area and volume growth rates, respec-

tively.

Before we discuss these new terms in detail we show their impact on the evolution

of a growing surface in Fig. 1. In the first case active area growth without repulsive

forces leads to an unphysical self-intersection, in the second case with repulsive forces

such states can be prevented.

2. Self-avoidance

Real objects disallow self-intersections, i.e. when deformed they stay embed-

ded. While for small deformations this is practically guaranteed when minimizing

a bending energy, for large deformations, as well as for models of fluid deformable

surfaces under constraints like conservation of the enclosed volume, self-intersecting
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t = 0.2 t = 2.0 t = 4.0

t = 0.2 t = 4.0 t = 8.0

FIG. 1: Cuts through an evolving surface under localized area growth. Top: Model

without repulsive forces leads to self-intersections. Bottom: Repulsive forces

prevent self-intersection. The color coding shows the normal component of the

velocity u · ν, red indicating movement outwards, blue indicating movement

inwards. The considered parameters are the same in both simulations and are

described in Sec. 4.

states can naturally arise or even become minimizers. The Stokes-Helfrich model is

such a case, where for Vr ⪅ 0.5 [61] the minimizers of the so-called oblate branch,

discocytes reminiscend of red blood cells, display self-intersections. To incorporate

self-avoidance into our model we consider the tangent-point energy. It’s definition

relies on the tangent-point radius

R(x,y) :=
∥x− y∥2

2|ν(x) · (x− y)|
, (2.7)

which is the radius of the smallest sphere that intersects S at x and is tangent to S

at y. The tangent-point energy Φ(X) is then defined as
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x2

y2

x0

y0

x1

y1

FIG. 2: Tangent-point radius R(x,y) (white lines) for three point pairs. The

spheres are tangent to the blue points xi and intersect the surface at the red points

yi. Note the crucial feature, that for two geodesically close points, here (x0,y0),

the radius is very large. The radius is smallest for (x1,y1). The considered surface

is the same as in Figure 1.

Φ(X) := ρ
2−α

α

∫
S

∫
S

(
1

R(x,y)

)α

dSydSx =
1

α

∫
S

∫
S

(ν(x) · (x− y))α

∥x− y∥2α
dSydSx,

(2.8)

with α > 4. The central feature of this energy is that, restricting ourselves to

sufficiently regular closed surfaces, it is finite if and only if the surface has no self-

intersections.

Inspired by the work in [12, 58, 74, 75], who demonstrated the viability of (linear

finite element) schemes involving this non-local energy, we include it as an additional

potential energy in our model, effectively forming an elastic barrier around the sur-

face. When forced to close contact situations, this barrier stores energy and releases

it when the external force is removed. Note, that we also could follow [58] and add

a dissipative term derived from the tangent-point energy to our system, effectively
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assigning a high energy cost to paths that lead to self contact. However, the physical

justification of such a term is out of scope of this paper. In any case, given the large

gradients of Φ near self contact, we expect a regularizing effect from the potential

energy rather than elastic behavior. Naturally, this behavior depends on the choice

of the parameters ρ and α. For analytical reasons, we have α > 4, such that we set

α = 6 for hereon. The parameter ρ is in principle free, and should be chosen such

that in a state far from self-intersections, the tangent-point energy is small compared

to other energies in the system. In our simulations, we typically set ρ = 10−4.

3. Confinement

With slight modifications the tangent-point energy Φ(X) can also be used to

model evolution within a confinement. To consider (self-)avoidance with a fixed

confining surface Sconf we define the confinement energy Φconf(X) as

Φconf(X) := ρconf
2−α

α

∫
S

∫
Sconf

(
1

R(x,y)

)α

dSy dSx. (2.9)

Again we consider α = 6 throughout and ρconf = 10−4. Within the envisioned

application of gastrulation the confinement is a protective elastic shell [8, 44]. We

simply consider the confinement to be a sphere in all simulations.

4. Active growth

As already introduced in [40] to consider wrinkling we use active growth terms δA

for the surface area as well as δV for the enclosed volume. Eq. (2.5) is considered

in analogy to free boundary problems for Stokes flow to model growth of biological

tissue [37]. Within the context of surface Stokes flow it has also been used in [68].

δA ̸= 0 violates the conservation of mass on the surface. It effectively models area
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growth, which might result from microscopic phenomena, such as cell proliferation or

variations in thickness of the surface as a consequence of a constant cellular volume.

Previous approaches have considered δA = const in space. However, there is no

need for this restriction and in view of the mentioned modeling aspects a spatially

varying δA seems even more realistic. In general this might result from couplings

with other fields, e.g. concentrations of nutrients or a variable for the thickness of

the surface. Here we simply consider δA(x). Considering δV ̸= 0 describes influx

or outflux through the surface and essentially a coupling with the bulk phase. As

demonstrated experimentally in [40] if appropriately scaled both δA (if considered to

be constant) and δV lead to a change in the reduced volume Vr and essentially cause

the same behavior. We will therefore only concentrate on δA in the simulations and

set δV = 0 from here on.

3. NUMERICAL APPROACH

We follow the numerical scheme detailed in [39, 51]. In particular, the approach

considers a surface finite element method (SFEM) [22, 45] in space and a semi-

implicit finite difference method in time within an Arbitrary Lagrangian-Eulerian

(ALE) approach [25, 39, 59], primarily Lagrangian in normal direction and Eulerian

in tangential direction.

We follow the approach of [11] to include the contracted Gauss-Weingarten equa-

tion as an auxiliary equation, giving a geometrical structure and decouple the tan-

gential mesh movement from the tangential material flow. To this end, we consider

the relations

Hν = ∆C X (3.1)

d

dt
X · ν = u · ν. (3.2)
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Note, that eq. (3.1) is purely normal and leaves the tangential part of ∆C X free.

We will revisit this in Sec. 3C to prescribe an artificial mesh movement.

A. Spatial discretization

We consider a discrete k-th order approximation Sk
h of S, given by a curved mesh

T , with h the size of the mesh elements, i.e. the longest edge in T . We consider

each geometrical quantity like the normal vector νh, the shape operator Bh, the

Gaussian curvature Kh, and the inner products (·, ·)h with respect the Sk
h . In the

following we will drop the index k and only write Sh. We define the discrete function

spaces for scalar functions by Vk(Sh) = {ψ ∈ C0(Sh) | ψ|T ∈ Pk(T )∀T ∈ T } and

for vector fields by V k(Sh) = [Vk(Sh)]
3. Within these definitions T is the k-th order

mesh element and Pk are the polynomials of order k. We consider uh,X ∈ V 3(Sh),

Hh ∈ V3(Sh), and ph ∈ V2(Sh), which leads to an isogeometric setting for the velocity

and a P3 − P2 Taylor-Hood element for the Stokes-like system on the surface. For

a stationary surface this setting is analyzed in [30]. We discretize in time using a

semi-implicit time stepping scheme with constant step size τ . In each time step tn we

solve the surface Stokes-like equations and the mesh movement together. To this end

we define a discrete surface update variable Y n = Xn −Xn−1, which is considered

as unknown instead of the surface parametrization Xn. Treating all geometric terms

with respect to Xn−1 leads to a linear system, which reads:

Problem 3 (Fully discrete Problem). Given a surface described by Xn−1 and a
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timestep τ , find (un
h, p

n
h,Hn

h,Y
n, λ) ∈ [V 3 × V2 × V3 × V 3 × R](Sn−1

h ) such that:

− 1

Be

(
∇SHn

h , ∇S(vh · νn−1
h )

)
h
+

1

Be

(
Hn

hC , vh · νn−1
h

)
h

+
1

Re
(σ(un

h) , ∇C vh)h + γ (un
h , vh)h

+(pnh , DivC vh)h + λ
(
νn−1
h , vh

)
h
= −

〈
δΦ + δΦconf

δX
, vh

〉
(3.3)

(DivC un
h , qh)h = (δA , qh)h (3.4)(

un
h · νn−1

h , µ
)
h
= (δV , µ)h (3.5)(

Y n
h · νn−1

h , Gh

)
h
− τ

(
un

h · νn−1
h , Gh

)
h
= 0 (3.6)(

Hn
hν

n−1
h , Zh

)
h
+ (∇C Y n , ∇C Zh)h = −

(
∇C Xn−1 , ∇CZh

)
h

(3.7)

for all (vh, qh,Gh,Zh, µ) ∈ [V 3 × V2 × V3 × V 3 × R](Sn−1
h ).

Above, (· , ·)h denotes the L2 inner product on the discrete surface Sh and C =

∥Bn−1
h ∥2− 1

2
(Hn−1)2 is the squared norm of the deviatoric part of the shape operator.

We compute C directly from the grid, but one can also use the solution Hn−1
h of the

previous timestep. For practical stability however, only the implicit treatment of Hn
h

is important.

B. Assembly of the nonlocal operator

One of the major challenges is the assembly of the nonlocal terms in δΦ
δX

(and

respectively in δΦconf

δX
). First, we note that the differential can be straightforwardly

calculated with the formulas from [48, 49] for the deformation derivative in direction

Y ∈ TR3|S , defined by

ðY f :=
d

dε

∣∣∣∣
ε=0

(f |X+εY )
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for a quantity f ∈ T0S defined on a moving surface S = X(M). We obtain the

equation〈
δΦ

δX
, Y

〉
= ρ

∫
S

1

α
DivC(Y )

∫
S
K(x,y) dSy +

1

α
ðY

∫
S
K(x,y) dSx

=

∫
S

1

α
DivC(Y )(x)

∫
S
K(x,y) dSy +

∫
S

1

α
DivC(Y )(y)K(x,y) dSy dSx

+

∫
S

∫
S

1

α
ðYK(x,y) dSy dSx, (3.8)

where

K(x,y) :=

(
1

R(x,y)

)α

and

ðYK(x,y) =
ðY |ν(x) · (x− y)|α

∥x− y∥2α
+ |ν(x) · (x− y)|αðY

1

∥x− y∥2α

=α
|ν(x) · (x− y)|α

∥x− y∥2α
ν(x) · (Y (x)− Y (y))− ν(x) · ∇CY (x) · (x− y)

ν(x) · (x− y)

− 2α
|ν(x) · (x− y)|α

∥x− y∥2α
(x− y) · (Y (x)− Y (y))

∥x− y∥2
.

The nonlocal nature of eq. (3.8) has two consequences for computational schemes.

First, the double integral leads to a computational cost quadratic in the number of

quadrature points. We can alleviate this by either approximating eq. (3.8) with

a Barnes-Hut [9] like cluster strategy as done in [74] and improved in [58] for flat

triangles (S1
h), or implement the assembly in a parallel manner. We remark that

for both cases, in our situation it seems mandatory to cache the evaluation of po-

sitions, surface elements and normals at all quadrature points, as the computation

of those quantities is much more expensive for curved mesh elements (S3
h) than for

flat ones. Additionally, datastructures for those caches need to be as contiguous in

memory as possible and iterated in memory order as our experiments suggest that

the cost of fetching data from memory dominates the actual computation, at least

in a parallelized setting. Unfortunately, this contradicts the cluster algorithm from
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[58], that builds on a tree hierarchy and clusters far away mesh elements, i.e. skips

parts of the tree, whenever a distance condition is fulfilled. Such an algorithm cannot

fetch data from the memory consecutively and is hence prone to poor scaling when

parallelized. Indeed our experiments with the software from [58], our own Barnes-

Hut like implementation, and a full integration suggest that the optimal choice of

method highly depends on the number of mesh elements, the shape of the surface

and the hardware used. In particular, when computing on JUWELS supercomputer

at Jülich Supercomputing Centre with 48 shared memory threads but relatively low

single core performance, the clustering approaches outperformed the full integration

only for very large meshes, see Fig. 3(b).

The second disadvantage of the nonlocal structure concerns time discretization.

Naturally one would like to treat these terms in an implicit manner, but this neces-

sarily leads to a dense linear system to solve, with the computational cost of solv-

ing exploding accordingly. For the problem of minimizing the tangent-point energy

Φ(X), [74, 75] have developed a framework of fractional gradient flows with special

solvers dedicated to this. This in principle requires higher regularity, furthermore the

considered applications in [74, 75] are in computer graphics, where a modification of

the dynamics might be acceptable, but in a physical setting, we cannot simple choose

a different gradient flow. Hence, we have to restrict ourselves to explicit treatment

of eq. (3.8).

We briefly comment on the concrete formulation used in our assembling routine,

as this discussion is so far missing in literature. So long as the surface stays away

from self-intersections, we can exploit the symmetry in the domains of integration
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to obtain a formulation more suitable to finite element methods:〈
δΦ

δX
, Y

〉
=

∫
S
fK(x)DivC(Y )(x) + f(x) · Y (x)− ν(x) · ∇CY (x) · fν(x) dSx,

(3.9)

where

fK(x) =
1

α

∫
S
(K(x,y) +K(y,x)) dSy (3.10)

fν(x) =

∫
S

|ν(x) · (x− y)|α−1

∥x− y∥2α+2
sign (ν(x) · (x− y)) ∥x− y∥2(x− y) dSy

(3.11)

f(x) =

∫
S

|ν(x) · (x− y)|α−1

∥x− y∥2α+2
sign (ν(x) · (x− y)) ∥x− y∥2ν(x)

− |ν(y) · (y − x)|α−1

∥y − x∥2α+2
sign (ν(y) · (y − x)) ∥y − x∥2ν(y)

+
|ν(x) · (x− y)|α−1

∥x− y∥2α+2
|ν(x) · (x− y)|2 (x− y)

− |ν(y) · (y − x)|α−1

∥y − x∥2α+2
|ν(y) · (y − x)|2 (y − x) dSy. (3.12)

We highlight the advantage of using eq. (3.9). Directly implementing eq. (3.8),

with the inner integrals depending on the test function Y , leads to a quadratic num-

ber of write operations when transferring element local assemblies into the system

vector. However, in eq. (3.9) the test function Y is only evaluated in the outer

integral, allowing the interpretation of fK ,fν and f as functions and hence straight-

forward inclusion in standard finite element assembly routines. Moreover, the form

of eq. (3.9) enables a clear separation of clustering and parallelization. Following

the ideas of [75] we only aim to cluster all inner integral terms, effectively using pre-

computed averages over a patch of mesh elements, whenever a certain admissibility

condition is fulfilled. For details, we refer to [74]. Since the inner integrals fK ,fν
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and f are independent of the direction of variation, we do not need to back propa-

gate derivatives as done in [58, 74]. On the other hand, as mentioned in [74], only

clustering the inner integral also enables a top level parallelization approach, where

the assembly of the outer integral is done in parallel, and, provided a synchronization

of the potentially very large caches, even allows domain decomposition methods on

distributed grids. However, in our case we employed a shared memory parallelization

to avoid costly synchronization.

We briefly compare our approximation schemes with the software Repulsor from

[58] in terms of accuracy of approximation and runtime. Firstly note, that such a

comparison between a linear triangle approximation and a cubic triangle approxima-

tion is inherently imprecise. To compare with Repulsor, we created a linear mesh

from our cubic mesh by dividing each cubic triangle into 9 linear triangles, such that

the resulting discrete spaces have exactly the same amount of degrees of freedom,

located at the same points in space. All computations were done on a mesh with

sphere topology and 24×2r cubic triangles, where r is the number of global bisection

refinements. As mentioned, our cluster implementation only reduces the computa-

tion of the inner integrals in contrast to Repulsor, which clusters both integrals.

Both approaches depend on a separation parameter, denoted by θ, which controls

how eagerly the algorithm clusters. In our case, when measuring the accuracy of

approximation of Φ, we observe close to quadratic convergence, if we scale θ ∈ O(h),

see Fig. 3(a), even though we can only expect linear convergence. A similar effect

can be observed for Repulsor. For the full integration scheme we observed a con-

vergence close to order 3, as expected by the order of surface representation. As

expected, our full integration scheme (using order 3 and 4 quadrature rules for the

outer and inner integral, respectively) is more accurate than both approximations,

which perform comparable. In Fig. 3(b) the computing time and in Fig. 3(c) the

parallel speedup are shown. Due to the good parallelization speedup the full integra-
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tion scheme is also comparable in runtime. Our key observation is, that Repulsor’s

superior cluster algorithm only outperforms the parallized full integration scheme

for relatively fine meshes, even with relatively strong clustering (θRepulsor = 10 in all

experiments). As expected however, on a single-core machine Repulsor outperforms

the full integration scheme much earlier.
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FIG. 3: Comparison of the software Repulsor [58], our cluster algorithm with

θ = 10h and our full integration. All computations were done with 48

shared-memory cores for a dumbbell-like shape, for which we computed the

reference value Φref = 1.60987907 for the convergence study with our full

integration on refinement level rref = 15. (a) Approximation error, note, that the

irregularity in Repulsor’s accuracy is due to our bisection refinement. (b) Runtime

for 50 evaluations of the differential δΦ
δX

. (c) Speedup for r = 10. The legend in (b)

is valid for all three plots.

C. Curvature-adaptive mesh redistribution

The surface mesh moving in space has a priori no guarantee to remain regular.

Additionally, when updating the surface, the error hinges on the accuracy of the
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normal representation. It is hence desirable to use a finer mesh at areas of large

curvature. To remedy this, we introduce an artificial mesh movement fT ∈ TS in

tangential direction. By the reparametrization invariance of our continuous problem,

this has no effect on the shape of the continuous solution. Note, that by following

[11], we already have some tangential motion induced by eq. (3.7), for which ad hoc

forces between vertices have been proposed and recently shown to converge [7].

Mesh optimization by geometrical vertex movement rather than topological re-

finement has some history for flat problems, most notably moving mesh methods, see

[34]. On surfaces, where the subject is even more critical, only few approaches are

known. In particular, [17, 38] apply the ideas of [34] to surfaces. However, in [17] a

mesh in the parameter domain is optimized and then mapped onto the surface via

a fixed parametrization, contrary to our moving surface which mandates a changing

parametrization. The approach in [38] is closer to our requirements in that they

optimze the surface mesh, even depending on curvature, but base their derivations

on vertices of linear mesh elements. Our experiments suggest, that a straightforward

application of such a force to higher order curved elements leads to mesh tangling.

A second line of surface mesh distribution approaches has been initiated by [23],

who used the so-called DeTurck trick to reparametrize the mean curvature flow and

surface diffusion by a harmonic flow field. The notable difference to a moving mesh

method is that this approach does not directly depend on the mesh, but tries to

construct a close to conformal map from a fixed reference manifold onto the surface.

This allows for convergence analysis as well as for a precise notion of flow. Quite

recently, similar approaches have been integrated into the BGN and other schemes,

see [19, 20, 33]. However, those approaches are not trivial to implement as they mix

energies on a reference grid and on the moving surface, such that including them

into our scheme is beyond the scope of this paper, and more importantly, none of

the above consider curvature dependent mesh optimization.
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Leaving the transfer of the more general ideas in [23, 34, 38] to future work, we

here propose an very simple approach to define a continuous force with the desired

properties and include it without the need for additional variables. Our goal is to

equidistribute the total curvature, that is
∫
T
∥B∥2dS should be similar for all T ∈ T .

A simple approach to achieve this is to set

P Y h|T (x) = ∇S
(
∥B∥2(x)gT (x)

)
=: fT (x), (3.13)

where gT =
√

det(J⊤
T JT ) is the Gramian determinant of the mapping from the

reference element T̂ to T , in other words the Riemannian metric density when inter-

preting the mesh T as an atlas. It is easy to see, that if fT ≡ 0, we have the desired

equidistribution, since for all T we have:

gT = C/∥B∥2 (3.14)∫
T

∥B∥2dS =

∫
T̂

∥B∥2gTdx̂ =

∫
T̂

Cdx̂, (3.15)

where C|T̂ | is the average of ∥B∥2 per element in the surface triangulation. Less

obvious is the argument, that eq. (3.13) leads towards such a state. Naively, we can

argue that the gradient points in the directions of high curvature to area element

ratio. It therefore moves area in that direction, which is desired. Instead of a proof

we demonstrate its practical applicability. Note, that ∥B∥2 is not strictly positive

and even very small positive value would lead to a very large g in near flat areas. In

turn, g should also not become arbitrarily small. We therefore replace ∥B∥2 in the

formulas above by a clamped version

Bc(x) := min
(
L,max

(
M, ∥B∥2(x)

))
,

with L ∈ R a small and M ∈ R a large parameter.

Recall, that equation (3.7), the discretized weak version of (3.1), leaves the tan-

gential part of ∆C Y undetermined. Hence we can add any small tangential force
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such as ϵfT to move the mesh. In practice, we add
(
τϵ∇S f̃h , Zh

)
h
to (3.7), where

f̃h = (ϵ̃+∆S)PVk
(Bc(x)g(x)) (3.16)

is solved as a separate auxiliary equation to obtain a smoothed version of the clamped

fT . Above, ϵ ∈ R scales the speed of redistribution, ϵ̃ ∈ R is small, and PVk
is a

projection onto Vk that averages the discontinuous values of Bc and
√
detF⊤F . For

our experiments, we set ϵ̃ = 10−6, L = 1, M = 10 and only varied ϵ. The choices of

L and M effectively constrain the triangle sizes to a deliberately narrow range. Note

that the clamping between L and M means that the algorithm will not optimize

towards (3.15), but the clamped version of it, and that we do not claim that this

algorithm converges for a stationary surface nor can we prove that it avoids mesh

tangling. In Fig. 4 we show the effect of our approach for a very strongly deformed

surface for small and large ϵ. The enhancement of mesh quality is clearly visible.

Additionally, we quantify the effect of our scheme on the evolution discussed in

Sec. 4A in Fig. 5. Specifically, we evaluate the sample variance of the clamped

curvature per mesh element, that is

V := s2
(∫

T

BcdS
)
,

over T ∈ T as well as the violation of (3.14) for the clamped curvature, i.e.

εB(x) := ∥BcgT (x)−
∫
S BcdS
|T̂ ||T |

∥L1 .

While both demonstrate that the approach is not perfect, as εB > 0 and V > 0

throughout, Fig. 5 demonstrates the strong improvement compared to the standard

BGN approach, which would be close to the case ϵ = 1.
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FIG. 4: Effect of the mesh redistribution approach for the discocyte to stomatocyte

transition at refinement level r = 8. Parameters are ϵ̃ = 10−6, M = 10, and ϵ = 1

(left) and ϵ = 100 (right). The color indicates
∫
T
BcdS, i.e. the quantity we aim to

equidistribute. While the overall triangle quality also improves, our approach

cannot fully prevent the distortion of mesh elements. Note that the closeup views

in the respecitive top rights are taken from a different angle.

1. Software

We have realized the described discretization within the finite element toolbox

AMDiS [70, 73], available at [3], which is a high level module in the Dune [14] ecosys-

tem. For an overview of Dune we refer to [57]. More over, we use the modules

Dune-alugrid [2] to manage a grid with sphere topology, Dune-curvedgrid [52]

to map this grid onto the surface by the parametrization Xh. This paramtrization,

as well as all other discrete function and their bases are represented by means of

Dune-functions [26]. We use Eigen [29] as a linear algebra backend, and the di-

rect solver pardiso as well as the multithreading framework TBB from Intel’s oneAPI
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FIG. 5: The effect of the proposed mesh redistribution approach. (a) shows a

histogramm of the distribution of
∫
T
BcdS at different times and ϵ = 100. (b) shows

the variance of the same quantity over time for two different ϵ. (c) quantifies the

violation of the pointwise equidistribution condition over time. The considered

experiment is discussed in 4A.

[35]. Finally, all 3D visualizations have been created with Paraview [5].

4. SIMULATION RESULTS

We demonstrate the applicability and robustness of our method with two examples

addressing the phenomena of sphere inversion. Again guided by the application

to gastrulation, which establishes the first symmetry-break in embryogenesis and
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involves nonuniform cell growth and confinement, we examine the ability of local

area growth to induce sphere inversion. This is considered in two scenarios, first by a

discocytoe to stomatocyte transition, and second by spherical shape within a sphere

confinement. In both cases we break the symmetry, in the first case by considering

local growth on one side of the discocyte and in the second by slightly flattening the

spherical shape on one side. The last part of this section is dedicated to validation

of the computational scheme. Due to the computational complexity of the tangent-

point energy, we omit a full convergence study, but focus the numerical dissipation

as an indicator for error.

A. Stomatocyte shapes induced by localized growth

The first experiment considers the discocyte to stomatocyte transition. Our gen-

eral setup is to start with an oblate ellipsoid with Vr ≈ 0.7, which relaxes to a bicon-

cave minimizer of the Helfrich energy FB = 1
Be

∫
S H

2dS without self-intersections. Af-

ter some time we gradually add localized area growth up to a total strength of 1 area

unit per time unit. This is achieved by setting the growth rate as δA(t,x) = c(t)g(x),

where the timedependent scaling function is defined by

c(t) =
1

2

(
1 + tanh

(
1

ϵg
(t− t0)

))
∈ (0, 1),

and the spatial localization satisfies the normalization condition∫
S
g(x)dS = 1. (4.1)

The localized profile g(x) is initialized as a normalized Gaussian centered at x0 via

ĝ(x) = PVk

1

σ
√
2π

exp

(
−1

2

∥x− x0∥2

σ2

)
, (4.2)

g(x) = ĝ(x)
1∫

S
ĝdS

. (4.3)
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For all experiments shown here, we use t0 = 0.1, ϵg = 0.01 to obtain a smooth but

rapid increase of growth and σ = 0.25 and x0 = (0, 0, 1)T . For simplicity, we use the

time dependence only to allow for a smooth simulation setup and correct the values

of g only to obey (4.1) but not against mesh movement.

t = 0.1 t = 1.0 t = 2.0 t = 3.0 t = 4.0

t = 5.0 t = 6.0 t = 7.0 t = 8.0 t = 9.0

FIG. 6: Discocyte to stomatocyte transition at refinement level r = 8 for

parameters Be = 10, Re = 1, and γ = 0.1. Localized growth is defined at the top,

x0 = (0, 0, 1)T . The color indicates the shape change density u · ν, except for the

first image, where it indicates the growth rate. Red corresponds to positive values,

blue to negative values. We start from an ellipsoid with Vr = 0.7. At t = 9 we show

a cut through the surface, as in Fig. 1. The area to volume ratio at this final state

is Vr ≈ 0.315.

A prototypical evolution is shown in Fig. 6. The shape evolves along a path close

to the minimizers of the respective reduced volumes, but with stronger concavity

on site of growth (top) than opposite to it. Once the biconcave minimizers would

show self-intersections, the evolution tends towards a stomatocyte (t ≈ 4.0). The

shape remains essentially rotational symmetric with respect to z-axis. However the

up-down symmetry of the initial state is broken by the localized growth. While

not violating the symmetry the growth induced force is strong enough to drive the
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evolution out of the local minimizers and is sufficient to induce the transition to

a stomatocyte. For the same evolution, Fig. 7 visualizes the emerging tangential

flows at selected time instances. The emerging patterns in the tangential flow result

from the complex interplay of growth and curvature. At the beginning t = 0.2 and

t = 2.0 the tangential flow induced by growth is visible. This changes at t = 4.0

where inward bending in part changes the direction of flow and almost annihilates

Pu. This corresponds to the transition towards a stomatocyte. At later times with

a developed stomatocyte, shown at t = 6.0, more complex flow patterns emerge.

However, like the shape, the tangential flow also remains essentially symmetric.

t = 0.2 t = 2.0

t = 6.0 t = 6.0

FIG. 7: Cut through selected timesteps of the evolution shown in Fig. 6. The

surface color indicates the norm of the tangential flow ∥Pu∥L2 (blue indicates low

and red high values), and Pu is also depicted by the green arrows. For t = 6.0 a

full view is provided aswell.
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B. Sphere inversion in a spherical confinement

We now consider the effect of Φconf , with the confining surface Sconf chosen as a

sphere of radius 1.1. As initial condition we consider a sphere of radius 1. Both

spheres are concentric. While in the previous example localized growth was able to

break the up-down symmetry of the discocyte, for the increased symmetry of the

sphere this is no longer the case. We therefore slightly flatten one side of the sphere

to break the symmetry already in the initial condition. Specifically, in spherical

coordinates the initial surface is given by(
1− δS exp

(
−θ

2

ϵ2S

)
, θ, φ

)T

, θ ∈ [0, π], φ ∈ [0, 2π],

where θ is the azimuthal angle and φ is the polar angle. We set δS = 0.01 and

ϵS = 0.1.

We again consider localized growth, as described in the previous section. But we

vary its location and investigate whether localized growth can overcome the asym-

metry in the initial shape.

In particular, we simulated growth located at the flattened pole, x0 = (0, 0, 1)T ,

opposite to it, x0 = (0, 0,−1), and at the side, x0 = (0, 1, 0). Interestingly, the

symmetry break in initial shape dominates the effect of localized growth such that

all scenarios led to the same phenomena, namely indentation and sphere inversion

at the previously flattened location. We only show one of these solutions, the one

with x0 = (0, 1, 0), in Fig. 8. As a result of the confinement the sphere inverts and

similar to the previous example leads to a stomatocyte shape. We observe, that the

flattening, rather than growth, selects the location of indentation. Independent of

the growth location, the shape evolves inwards at the top, while evolving outwards

elsewhere towards a limit defined by the tangent-point energy at the early stage of

the evolution (0.3 < t < 1.0). When this limit is reached, essentially only the top

28



t = 0.5t = 0.3

t = 3.0

t = 0.1 t = 1.0

t = 1.5 t = 2.0 t = 2.5

FIG. 8: Sphere inversion in spherical confinement at refinement level r = 9 for

parameters Be = 1, Re = 1, and γ = 0.1. The initial shape is slightly flattened

(barely visible) at the top. Localized growth is defined at the side, x0 = (0, 1, 0)T .

The color indicates the shape change density u · ν, except for the first image, where

it indicates the growth rate. Red corresponds to positive values, blue to negative

values. In addition the confinement is shown. At t = 0, we have Vr ≈ 0.99998,

while at t = 3.0 we have Vr ≈ 0.7323.

and inner part further evolve, completing the inversion (1.5 < t < 3.0). A slight

asymmetry in the shape change density is visible at t = 1.5. It is a result of the

localized growth at the side. This asymmetry leads to a slightly tilted symmetry

axis of the final shape.

C. Energy rates and dissipation

We briefly analyze the previously discussed evolutions in terms of energy rate and

dissipation aiming to verify both model and numerics, and to show key moments in
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the evolution. To this end, we consider the evolution of various energies as well as

the energy rates and dissipation for the examples in the previous sections. For the

last we consider numerical dissipation, that is the violation of the discrete energy

balance. Defining the potential energy rate as the time derivative of the Helfrich

energy and the tangent-point energies by

dF

dt
=
d(FB + Φ+ Φconf)

dt
(4.4)

and the power emitted by the system in form of viscous and frictional dissipation as

well as power input through growth as

P (t) =

∫
S(t)

1

Re
∥σ∥2 + γ∥u∥2 − pDivC(u)dS, (4.5)

the continuous problem satisfies the energy balance dF
dt

= −P along the trajectories

of solutions of Problem 2. In the discrete setting however, numerical errors generally

lead to dFh

dt
+ Ph ̸= 0. We consider

εh(tn) :=
Fh(tn+1)− Fh(tn)

tn+1 − tn
+ Ph(tn), (4.6)

as an indicator of the numerical error. The results are shown in Fig. 9. The oblate

to stomatocyte transition from Sec. 4A is considered in Fig. 9(a) and (b). The

Helfrich energy FB is significantly larger than the kinetic energy Fkin := 1
2
∥u∥2L2 ,

which justifies considering the surface Stokes equations rather than surface Navier-

Stokes equations, and also significantly larger than the tangent-point energy Φ, which

justifies the regularization approach. Moreover, we can identify different stages in

evolution. Once the growth has started, the potential energy is increasing due to

power input via active growth. From t ≈ 5.86 (Vr ≈ 0.3995) on however, the potential

energy is decreasing, while the growth mechanism still leads to a power input, which

allows for high viscous dissipation. The evolution of the discrete potential energy

rates, the discrete power and εh are shown in Fig. 9(b). The decrease of potential
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energy is associated with negative values of of the discrete potential energy rates and

the discrete power. Overall the error remains small.

For the sphere inversion in a spherical confinement from Sec. 4B the results are

shown in Fig. 9(c) and (d). Again the Helfrich energy FB is significantly larger than

the kinetic energy Fkin and the tangent-point energies Φ and Φconf . The kinetic en-

ergy shows a small peak at early stages, which is associated with the initialisation of

the indentation. Also a slight increase of Φconf is visible up to t = 1.0. Afterwards

its remains and even decreases towards the evolution of the stomatocyte for t > 1.5.

In contrast with the oblate to stomatocyte transition the Helfrich energy always in-

creases. Considering the discrete potential energy rates, the discrete power we see

the influence of the peak in kinetic energy at the beginning and the decrease of both

over time but remaining positive. Also for this problem the error remains small.

Without showing the plots here, we remark that the energy and dissipation evolu-

tions for growth localized at different site, as discussed above, show no substantial

difference.

5. DISCUSSION

We have extended the Stokes-Helfrich model for fluid deformable surfaces to pre-

vent both self-intersection of the surface and intersection with a confining surface.

We detailed the numerical implementation of the non-local energy contributions and

demonstrated that strong parallelization can effectively compete with advanced clus-

tering algorithms up to a surprisingly fine mesh size, while achieving significantly

improved approximation rates. Additionally, we proposed a simple extension of the

BGN method, that moves grid points tangentially to equidistribute the total cur-

vature. The resulting scheme allows for simulations of surfaces with high area to

volume ratios or low reduced volumes Vr. To account for that and explore the rich
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FIG. 9: Energy and dissipation over time for the examples in Sec. 4A and 4B. (a)

and (b) correspond to the evolution depicted in Fig. 6, (c) and (d) correspond to

the evolution depicted in Fig. 8.

dynamics for such surfaces we have considered local area growth and simulated the

transitions of a discocyte to a stomatocyte and a sphere in a spherical confinement

which also evolved to a stomatocyte.

Both examples are relevant in the biological context of gastrulation which in

the current understanding is induced by cell proliferation (local area growth) in

confined geometries [69]. Both examples are characterized by symmetry breaking

and large shape deformations, which are induced by localized growth. In particular,

localized area growth can drive the surface along paths close to the minimizers of
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the respective reduced volume regime. For the considered discocyte shape it also

provides a mechanism to select the location of indentation. With confinement the

situation changes. Due to the high symmetry of the considered spherical shapes,

localized growth alone seems not able to break symmetry. We therefore slightly

flattened the initial shape at one position. Interestingly this sets the position of the

invagination independent of the position of localized growth. Within the context of

gastrulation we thus confirm the two expected mechanism of cell proliferation and

confinement and in addition propose that surface inhomogeneities (the flattened part)

determine the location of invagination which does not need to agree with the region

of growth. In any case, further exploration of the parameter space and comparison

to measurements from biology is needed to confirm the model and its applicability

in this context.

While the approach enables self-avoidance in models for fluid deformable surfaces

and therefore allows to simulate evolutions with large deformations for low reduced

volumes, the approach also has several limitations, which give rise to future research.

In particular we lack a full convergence study, which is prohibitively expensive due to

the computational complexity of the tangent-point energy. Additionally, the mesh

distribution approach remains ad hoc and does not prevent distorted mesh elements.

Therefore a combination of the approaches in [19, 20, 23, 33] may be considered in

the future.
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