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Famous model in biology : ① ②
Lotka-Volterra (predator -pay) -> can also be used in economies.

of = X(h-py) (x) L
,B , 9 , Us0

Assum: no environmental changes

= y(SX - V)
However : temperature

,
flood , eathquake,

-> Hard to model deterministically
X- population density of Prey (of -> some uncertainty, randomnessrabbits per km2) exists =>

y --- -- of predator (fox) Stochastic version of (*) :
* growth we dX = X( - py)dt + C1-XdW()

Pry reproduce exponentially with dy
= y8x-y)dt + Cyd

W = (W() wal-g dim-1 Brow-

* xy-growth ofplatorsubjetoa nam motion



SDEs in the form ③ (iii) BaBa
,
...

Ed ④

& Xt = Mudt + &(xz)dWt U Bied (closed undeenion)un
drift diffusion Uz1

parameter parameter Eg: 1 = 20,wit , et = Plan)
First

, preliminaries from measure and

probability theory: Crit
,
c) is called measurable space,

each element of et is a measurable
We will work on a probability set

.

sports (win , c , P)
-> probability gi What if < Pla is not a

underlyingF-algebra measure I Sigma-algebra ?

set On its

Dn ep is a Falgebra on ii if ef :Sigma-algebra generateda

(1) Ac Plain) (power set of it, set of all
subsets) , 0 it (d) = A B

(ii) BecP => B=Ber Bis a t-algebra
(closed under complementation) B up



⑤ ⑥
If it is a Falgebra Def Given 2 measurable spaces-

&in(d) = A (, )
,
(o,) , the function

-> the smallest Falgebra containing A.

X :-i is At measurable

Defen (rin
,
c) - measurable space,

lot just measurable) if

My
it -> [0

, 3] .

Then
pe is ar measure YSee :

(i) ((d) = 0 X-1 (5) =Guerin : X (1) ESGed
-> given measurable f-n X one(ii) Signa additivity: BilBj=,j can define algebr generatelytoBa

, Ba ,
--

↑ /Bi) zM(B X

(x) = &X- * (5)
,Sec]

Crit
,
d
,n) - meanue space

& A
-> If in oddition (i

,
c
,
1) prob. spaceIfiu= 1 =)probability space. X is called a random variable.



given a measure space( All simple f , s . t . -X
①

and measurable f - n takeof their integrals
X : riv - R

SXdy = Sup (Sfdy)one can define the integral f X
,
X0

SXdy -simple
Lig

[if M = p
, EpYX]] in 3 steps : ⑨

X = max(X , 03-max & -X, oh
X0 : RHS = X- 0 =X

(1) find - [0 , 0) meas , simple , i . e. X40 : RHS = 0 - (- x) =X

#fli)(o Define

:= YMIfy)SXdzmoxyd-Smod-vod
uu

Eg.fuGt(f = (1) +2 , M) f = (2)
has to beo has tobe



⑧ Den : F : R + (0
,
1] ⑩

Varian e is called a distribution fun

Vamp(X) = Ep[(X-Ep[X])] (i) Fisnon-deno(y)
COVp(X, Y) = EpC(X-Ep[X]) · (Y-EpRD (ii) himF(x) = 1 ,im
cor(X ,

X) = Van(X)
If COV(X

,
Y) = 0 => The random F clie right cont in

variables Xand YOne
uncorrelated

Every RV (random variable) has
so-called distribution fr.

F(y) = P(X(y) =>
F(2) = 0

.
5 = him F(x)

limeri* 0 .3 F(a)



⑪
Examples : Discrete or continuous La)-
uniform distribution

Discrete : Finite number of possible
Ma(B) = X(B) = 4

events with the same probability. MA(A) = 1
Continuous : A B(R) (Borl set) with ② Normal distribution :

0 < X(A) < x u : B(RP) -> [0,3]↑

Sebesue-Borl measure on R
Na : B() -> [0

,%]
0
.E!
- Identity matrix on &

Continuation
on A

Fra = (+ ...)
E

. g .

A= 10 , 1) ,
x(A) = 1

B = (2,) NaraBeSe



If ver geRoxonongative ⑬3
= Cor(X)

,
X(x) ⑭

symmetric Var (X) = GERdxd
No

,
(B)= Nara(Xerd : Transformation formula

+ reB) Aerod
,
berd

, XeN
X is Nig distributed AX + 6 - Nob

,A-gA
Ep[X] = v Density fl,

Xz(X1,..., X(9)

#i F(y) - area under the curve -
up to y.



⑮
Next-time-generation of (pseudo random numbers


